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Artificial Intelligence – 
the new Revolutionary Evolution

Overview - What makes a system intelligent?
The term intelligence is generally not well defined and under-
stood since it is a hot topic for research in various areas like 
biology, psychology, and neuro sciences itself. Artificial intelli-
gence exploits the knowledge of these areas to create machines 
and programs which are able to solve problems in an intelligent 
and adaptive manner with only little problem specific knowledge 
than the problem formulation itself. The main components of 
intelligent systems are a Learning component, a Thinking, and an 
Acting component:

The Learning component which is usually implemented via 
Machine Learning methods is either trained with a lot of available 
data to evaluate states and moves based on Supervised Learn-
ing or Unsupervised Learning or with generated data, which 
is obtained automatically by using trial-error approaches like 
Reinforcement Learning. Reinforcement Learning has become 
a popular field in industry and research due to its self-adapting 
nature for intelligent systems. In Reinforcement Learning an 
autonomous entity or agent trains itself to achieve a given goal by 
interacting with the environment similarly to living beings. While 
there is no explicit guidance to achieve that goal, the agent gets 
numeric feedback which is known as reward signal. The reward 
itself is inspired by conditioning from the field of psychology. The 
agent has to adapt its behavior to maximize the long term expec-
tation of the cumulative reward. In a game the goal would be to 
win against a strong opponent, or in navigation the goal could be 
to reach a target destination within given constraints.

The Thinking component involves explicit reasoning about 
future actions and events. In a game, different future scenarios 
can be considered to decide on the next move that maximizes the 
probability of winning, while in a navigation task, careful routing 
and online planning would be required to safely move an auton-
omous entity like a car to a desired destination without unneces-

sary detours, costs, or accidents. Technically, artificial thinking 
is realized by search or optimization techniques like tree search 
(e.g., Monte Carlo Tree Search or Alpha-Beta Search), meta-heu-
ristic optimization (e.g., Evolutionary Computation or Simulated 
Annealing) or routing algorithms (e.g., Dijkstra or A* Search). A 
model of the environment like a simulator, a map or simply the 
rules of the games are required for effective search. In situations, 
where models are not available, Machine Learning could be used 
to bridge the gap between Learning and Thinking. An example 
for this is Model-based Reinforcement Learning, which addi-
tionally learns a model of the environment, while adapting its 
strategy to it. Thus, Model-based Reinforcement Learning can be 
considered as a combination of Learning and Thinking. It closely 
resembles real intelligent behavior.

The Acting component makes decisions based on information 
provided by the Learning and the Thinking components. While 
Learning and Thinking are required to extract useful information 
from data, simulations, or other kinds of reasoning and optimiza-
tion, the Acting component bears the “responsibility” of the final 
decisions made. The Acting component has to consider all the 
information either learned, thought, or provided by third parties 
like the engineers, the customers, other intelligent systems, etc. 
to make a decision which can be considered as “intelligent” by 
the outside world. Acting involves many aspects of different 
disciplines ranging from social sciences and psychology, to 
biology and neuro science. An important aspect of Acting is the 
consideration of other intelligent beings like living beings (e.g., 
humans) or other artificially intelligent systems. Such situations 
are very challenging due to each system trying to achieve its own 
goal (which might be in conflict to each other) without harming 
the global world. Acting requires a lot of responsibility, attention, 
and transparency to be implemented in a meaningful way, to be 
beneficial for industries and everyday life.

Recent advances in Artificial Intelligence (AI) have paved the way for exciting applications, 
which are now playing important roles in everyday life ranging from language translation 
and image processing to recommender systems and autonomous driving. Most applica-
tions are based on machine learning, which achieved great successes due to increasingly 
available computational resources and data. Applying AI to diverse areas is appealing due 
to its self-organizing and self-learning nature, which enables generic ways of solving prob-
lems with minimal effort on specifications. The current trend of applied AI offers numerous 
opportunities to contribute within areas of research, theory, technology, and application.
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Current Challenges and Trends
Today many of the basic techniques mentioned before are now 
used in various fields to realize features like Image Processing 
to sharpen blurry images or to detect objects at different ori-
entations and scales, or Pattern Recognition to identify human 
behavior and to classify customers in order to improve the 
service or user experience. The extracted knowledge is often 
used by Recommender Systems to provide suitable advertisement 
to the user. Predictive Maintainance should support operative 
tasks by proactively inform the status to people in charge to avoid 
outtakes and to optimize processes. Industry 4.0 is an upcom-
ing trend where AI methods are used to create self-organizing 
systems, which are able to produce individual products with only 
little handcrafting of manufacturing processes. Autonomous 
driving is one of the long standing visions of using AI in the real 
world, by using powerful learning and thinking systems to create 
self-adaptive vehicles which can safely transport people and 
objects to their target destinations. Language Processing is an im-
portant field to bridge the gap between different human cultures 
but also between human and machine especially in education, 
where robots are meant to support teachers and students in their 
daily tasks. Another upcoming field is AI in Healthcare, where 
mostly Machine Learning is used to make diagnosis and to evalu-
ate XRay images to make more reliable decisions than humans, 
which can save lives. A really appealing field is using AI for 
Social Good. That is to use Learning, Thinking, and Acting ap-
proaches to combat common threats of nature or humanity. One 
example is to catch poachers or to find snares in order to protect 
wildlife. Recent approaches often use Game Theoretic approach-
es which can be classified as Acting method.

Although there are many active fields about AI, there are still 
many challenges to be addressed: while most successes are based 
on Machine Learning, which itself is enabled by the availability 
of computing power, scaling up a problem also requires a scalable 
Machine Learning approach. This could be achieved by design-
ing distributed algorithms or by devising special hardware like 
the neuro chips of Intel or the TPUs of Google. While there exist 
many different open-source frameworks for Machine Learning 
or Deep Learning like TensorFlow or PyTorch, there is currently 
no open-source framework which integrates all three components 
(Learning, Thinking, Acting) to provide a uniform base to create 
powerful intelligent systems. More work needs to be done here to 
unify the perspectives on AI.
There is a general consensus that AI needs to be explainable and 
make responsible decisions, especially in cases where safety is 
critical like in autonomous driving or healthcare. Current AI 
systems are always based on Deep Learning which are very hard 
to interpret and only work in a black box manner. In order to 
make AI widely acceptable, transparency and explainability will 
be a key property and a great challenge for research and industry, 
which requires more thoughts and innovation.

How to prepare for the next AI wave?
Right now, AI seems to be everywhere, and everyone who is 
lacking AI technologies seems to be out of place. But the right 
thing to do is not to adapt to the existing trend but to prepare for 
the next AI wave.

As more and more research will be done on AI, a first step to 

get into the community, other people, and companies is to attend 
international conferences about AI topics. Since AI is a very wide 
field, there exist many top venues like NeurIPS, ICML, ICLR, 
CVPR, AAAI, IJCAI, which are held annually with thousands of 
visitors all around the world. Visiting these conferences is a good 
way to start getting into the topics and trends.

Another important step is to create a social network to get in 
contact with experts and other companies to gain know-how and 
to collaborate on common projects. This can be initially done at 
such conferences.

The next crucial step to prepare for the next AI wave is to 
hire experts from required fields. This can be done after gaining 
the know-how about the own requirements and after extensive 
exchange with other experts and companies. Knowing about all 
of these is important to hire the right people for the right purpose 
and to maximize the effect within the own company.
For more information on this subject, please feel free to visit our 
AI-Lab at ( http://www.mobile.ifi.lmu.de/ai-lab/). We are looking 
forward to your visit!
� Thomy Phan, Dr. Sebastian Feld, Prof. Dr. Claudia Linnhoff-Popien
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Dr. Sebastian Feld
Dr. Sebastian Feld is head of the Quantum 
Applications and Research Lab (QAR-Lab) 
at the Mobile and Distributed Systems 
Group of the LMU Munich. 
Currently, he pursues the goal of habil-
itation with a main focus being on opti-
mization problems and the application of 
quantum technology. 

He joined LMU in 2013 and earned his doctorate in 2018 work-
ing on planning of alternative routes, time series analysis and 
geospatial trajectories.

Prof. Dr. Claudia  
Linnhoff-Popien
Prof. Dr. Claudia Linnhoff-Popien holds the 
chair „Mobile and Distributed Systems“ at 
the LMU Munich. She is board member of 
the Institute for Informatics, member of 
the „Münchner Kreis“ and co-founder of 
the ALOQA GmbH. Further, she is head 
of the lead project „Innovationszentrum 

Mobiles Internet“ of the Zentrum Digitalisierung.Bayern (ZD.B) 
funded by the state of Bavaria. She is also scientific advisor of 
the VIRALITY GmbH and chair of Digitale Stadt München e.V.

Thomy Phan
Thomy Phan is a PhD Student in Computer 
Science at LMU Munich. His research 
focuses on artificial intelligence and au-
tonomous systems. He is head of the AI 
Laboratory of the Mobile and Distributed 
Systems Group at LMU Munich and mem-
ber of the Organizing Committee of the 
First International Symposium on Applied 

Artificial Intelligence (ISAAI’19).

DIGITIZATION

Fo
to

: 1
23

R
F

in Numbers

DIGITAL MARKETPLACE

According to 
a survey of YouGov, 

59 % 
of the deciders in companies 

think that AI systems are
 going to combat cyber 

attacks widely 
autonomously.

The AI market is expected to reach 

190 billion 
US-Dollars by 2025.

According to a study of 
Microsoft Asia and IDC 
Asia-Pacific, financial 

services that have adopted 

AI expect a 41 % 
improvement in competi-
tiveness within three years

The AI textbook of Stuart Russell is used in 

1400 universities 
around the world.

The next generation of 
processors of Intel is 
expected to compute 

twice 
as fast 

as previous generations.

The high-end quantum computing 
market is expected to reach 

10 million 
Dollars 

per year by 2025.

62 % of 
IT leaders in Germany 

expect an increased risk in 
cyber security due to lack-

ing IT security in 
DevOps projects.

The US Department of Energy was awarded with 5.15 million 
US-Dollars for its research on Quantum Computing and Networking.

Google’s Sycamore 
Quantum can solve 

computationally demanding 
problems that require 

10,000 
years 

of classical computation 
times within a 
few minutes.

Companies with up to 
50 employees regard 

almost 40 % of 
the IT security with the 

highest priority.
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Prof. Michael Winikoff is an expert in Agent-Oriented Software Engineering. In an 
interview with the DIGITALE WELT Magazin he allows us a glimpse into his prolific 
research. He explains the challenges in the field as well as the responsibilities towards 
the consumers in regard to autonomous systems. 

You are not just a scientist, but also a pianist and compo-
ser. Did music teach you something about software?
Hmm. That’s a good question. I can see a range of things that 
music and software have in common, but I don’t think I’ve 
learned anything specific about software from music. More 
broadly, music, software, and mathematics, all share some com-
mon ideas about having rules and structures, and are all con-
cerned with abstract (non-physical) creations. Creating a new 
piece of music, writing software, or proving a theorem, all have 
in common working within a formal framework to create some-
thing new, and with all three the concept of elegance is relevant. 
Of course there are also differences: the goal of music is to com-
municate, in particular emotions, whereas the goal of software 
is to perform a specified function.

You made research on the factors which 
enable humans to trust autonomous systems.  
Please describe them briefly.  
Well, the first thing I should say is that the list of 
factors is not meant to be a definitive list that is 
always applicable, and complete. Rather, these 
are some factors that are important, but there 
are so many different domains in which autonomous systems 
can be used, that no list is going to be universal. Some domains 
might have additional factors, and for some domains not all 
common factors would be relevant.
In any case, the factors that I discuss in my work are: recourse, 
explanation, verification & validation, and incorporating human 
values. 
Recourse is the idea that there has to be a way to deal with the 
consequences of an autonomous system doing the wrong thing. 
If, say, a self-driving car crashes into your fence, how do you get 
compensated for this? This is obviously primarily a legal and 
social question, but it is crucially important because no technol-
ogy is perfectly able to function in all situations. 
For a wide range of domains it can be important that autono-
mous systems have the ability to explain the reasoning that led 
to a particular action, or course of action, being performed. This 
is important because sometimes an autonomous system will be-
have in a way that might be correct, but not obviously correct. 
A simple example is when a GPS takes you on an unusual (and 
longer) path. If you don’t realise that there has been a traffic 
accident on the usual route, you might not understand why the 
GPS is doing something unusual, and your trust in it might re-
duce. Of course, explanations need to be given in a form that is 
comprehensible.
Autonomous systems, especially if they operate in safety-criti-
cal domains, need to be able to guarantee that they will never do 

certain things. For example, a robotic medicine dispenser needs 
to be able to guarantee that it will deliver the correct medicines 
at the correct time to the correct patient. Traditionally, we assess 
software by testing it in a range of scenarios. However, when 
there are many many possible situations that can be encoun-
tered, testing becomes infeasible, and there is an important role 
for formal verification techniques. 
Finally, autonomous systems will often function in the context 
of human society, and to make good decisions and act in an ap-
propriate way, it can sometimes be important for the systems to 
have representations of human values, and to be able to reason 
about them and take them into account. For example, in what 
situations can a personal assistant share a person’s location? 

And with whom? Making this sort of decision 
requires understanding of privacy, and how it 
trades off against other important values (such 
as safety). It also requires awareness of social 
relationships: sharing a child’s location with 
their parent is different to sharing their location 
with their friends or with their teachers.

In your article from “The Conversation”, 
you argue that many decisions which autonomous systems 
take should be based on human values. However, who decides 
on those values, since they can differ from culture to culture? 
Indeed. And they are also clearly not uniform even within a sin-
gle culture (however one might define culture!). What technol-
ogy can aim to provide, is a framework that can be instantiated 
with different values and priorities. For example, a personal 
assistant might have the ability to reason about privacy when 
sharing location information. This could be instantiated with 
different rules for different contexts. This customisation could 
be done to some extent at a country or region level (for exam-
ple, operating with the EU has certain implications for privacy 
rights), but also by individuals. How to represent these values 
in a way that allows effective customisation, is still a research 
challenge.

In your opinion: Does the industry do enough to help  
clients have trust in autonomous systems? 
I don’t want to be negative, but I would say that there is more to 
be done by many stakeholders, not just industry. Industry cer-
tainly has a crucial role to play. But there is a tension between 
rushing to develop and deploy certain technologies, and taking 
care to ensure that the technologies are fit-for-purpose. This is 
why there is also a crucial role for regulators and governments: 
we cannot leave this to industry.

You are best known for your work on design methodolo-
gies for agent-based systems, foremost among them, the Pro-

“Autonomous systems, 
especially if they operate 

in safety-critical domains, 
need to be able to guaran-
tee that they will never do 

certain things.”

Autonomous 
Systems: From 
labs to lives
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In one of your papers, you argue that it is time to be-
gin the development of a next-generation agent-oriented 
software engineering (AOSE) methodology, leading ultima-
tely towards a unified AOSE methodology. Why is a unified 
AOSE methodology of such vital importance? 
There’s an analogy with object-oriented design: in the early 
days of OO design there were many methodologies. This diver-
sity is unavoidable in the early days of developing new method-
ologies, but it poses challenges. Firstly, a practitioner needs to 
select an appropriate methodology amongst the many available 
(which is difficult, since they need to have some familiarity with 
the different options). Secondly, tool support becomes difficult 
to provide, since with many methodologies, there need to be 
many tools, what requires much more effort across the commu-
nity. And, of course, having multiple notations hinders commu-
nication and education.
In the OO world, as we know, key people got together, and ul-
timately the Unified Modeling Language (UML) was created. 
This provided a single common notation that all designers could 
learn, and that different tools could support.
In the agent world this has not yet happened: there are still many 
(dozens of) methodologies, although only a few are well devel-
oped and have seen substantial use. 

Will traditional AI planning systems and procedural 
reasoning system (PRS) coexist next to one ano-
ther in the future? Or will PRS replace traditio-
nal AI planning systems?  
I think they will co-exist, and in fact, there has been 
work on how to better integrate the two. There are 
two differences between traditional AI planning 
systems and BDI systems such as PRS. Firstly, tra-
ditional AI planning searches to find a complete 
plan, and it is then executed. On the other hand, 
situated systems need to interleave planning and 
acting. Secondly, traditional AI planning involves 
assembling individual actions into plans based 
on each action’s pre and post conditions, whereas 
PRS uses human-crafted recipes for combining 
actions. It is worth noting that HTN planning (Hi-
erarchical Task Network) sits in between: it uses 
human-crafted recipes, but does lookahead planning. 

Are there any alternatives to AgentSpeak as far as 
agent-oriented programming languages are concerned? 
Yes, there are dozens of BDI agent-oriented programming 
languages. AgentSpeak was proposed by Anand Rao (back 
in the mid 90s) as an abstraction of previous notations (PRS, 
dMARS). It was subsequently implemented by a few people, 
with the most influential, and widely-used, implementation be-
ing Jason (subsequently integrated into JaCaMo (Jason+CAr-
tAgO+Moise)). BDI languages other than AgentSpeak include 
JACK, Jadex, 2APL, Gwendolen, and also one could argue 
GOAL. But this is far from a complete list!

You are a professor of the School of Information Ma-
nagement at the Victoria University of Wellington. What do 
students struggle with most, when it comes to understan-
ding autonomous systems? 
I have to say that my experience in teaching autonomous sys-
tems has been primarily at RMIT University, where Professor 

Lin Padgham and I had an undergraduate course that taught 
both agent programming and agent design. At Otago University 
(where I was until earlier this year), there was less opportunity 
to teach autonomous systems.
I would have to say that my experience was positive: students 
(second year undergraduate students) did not really struggle. 
They were able to understand the concept of autonomous sys-
tems, and design and build simple systems in the course of a 
single semester.

As a professor: Should computer science students start 
with learning agent-oriented programming or object-orien-
ted programming first? Or should they learn both simulta-
neously? 
I would say that they should learn OO first. Object-oriented 
programming is more general: not everything is an agent. Of 
course, there is also a debate about whether objects should be 
learned first, or procedural programming … 

There is a lot of talk about self-driving cars. However, 
is there a less broadly discussed use of applied autonomous 
systems which will be of importance in the future? 
Self-driving cars are a “flashy” technology, and also one that 
we can all relate to. However, it is unfortunate that so much 
attention is focussed on them, because they have some quite 
particular characteristics, which are not shared by other auton-

omous systems. For example, being safety critical 
yet operating in an incredibly challenging envi-
ronment. 
In terms of some other applications of autono-
mous systems that merit attention I would mention 
drones, a wide range of robots, and, moving away 
from physically embodied systems, smart grids, 
smart homes, and digital personal assistants. 

Finally, is there anything else you’d like 
to mention?
In the interests of keeping this from being too 
long, I’ll just mention one thing. 
The development and deployment of AI and of 
Autonomous Systems obviously poses many chal-
lenges for societies. The key questions that we 
need to grapple with include: what applications 

are acceptable, and how should we respond to developments? 
Let me give a few quick examples. Facial recognition is an ex-
ample of a technology where acceptability is currently being 
debated, and some places have banned it. What forms of use of 
facial recognition should be allowed and accepted (in a given 
social context)?
Another example are Lethal Autonomous Weapon Systems, 
where there is a strong argument for having a pre-emptive ban. 
An example of a change that requires response is the workforce 
and the economy. To the extent that automation will result in 
substantial changes to the workforce, how should society re-
spond to that? What makes such debates difficult is that there 
are things we just do not know, and cannot predict. We know 
that automation will transform some jobs (potentially changing 
the demand), and that it will eliminate some jobs, while creat-
ing others. What we do not know are the numbers and patterns. 
� Interview: Florentina Hofbauer 
� Text: Michael Winikoff

“In terms of some 
other applications 

of autonomous 
systems that merit 
attention I would 
mention drones, 
a wide range of 

robots, and, moving 
away from physically 
embodied systems, 
smart grids, smart 
homes, and digital 

personal assistants.”

metheus methodology. Prometheus is a detailed and complete 
(start to end) methodology for developing intelligent agents. 
Could you give an example of its use? And can you briefly 
describe the methodology?
Sure. It’s been used for a range of multi-agent systems in the 
literature. Without going to the literature and searching, I’ll 
mention just a couple of smaller examples: a book 
store realised as a multi-agent system [MAS] 
(running example in Lin and my 2004 book), and 
a meeting scheduling system, I can also recall see-
ing work on a UAV design. 
The Prometheus methodology provides concepts, 
a process, and notations for designing multi-agent 
systems. It also, crucially, provides detail on how 
to do various things, for example, if part of the 
process is to identify the agent types in the sys-
tem, it’s important that a designer (especially one 
not already experienced in designing MAS) has good guidance 
on how to identify agent types, and what are the trade-offs in-
volved. 
Prometheus consists of three phases (although of course they 
are not done in a strict linear sequence): specifying the sys-
tem-to-be in terms of its goals and the environment it interacts 
with, designing the system by defining the agent types and how 
they interact (using interaction protocols), and doing a detailed 
design for each agent type. This last step, detailed design, is 

where Prometheus assumes, for concreteness, that goal-plan 
agents (also known as “BDI” agents) are used, but the other 
parts of the methodology do not assume this.

Which issues are problematic when it comes to testing 
multi-agent systems? And why is it especially difficult to 
test Belief-Desire-Intention (BDI) agents? 

There are a number of issues that combine to 
make testing multi-agent systems very difficult. 
Firstly, MAS are by definition parallel distribut-
ed systems. Secondly, such systems often have to 
deal with challenging environments that are com-
plex, non-deterministic, and where things can go 
wrong, and the systems are expected to be able to 
recover from such failures. And thirdly, the rea-
soning mechanism that cognitive architectures 
use, such as the BDI model, can be powerful, but 
also can make testing a challenge. Specifically, in 

some work (with Professor Cranefield) we analysed the BDI 
model and showed that even relatively small BDI goal-plan 
trees can give rise to enormous numbers of possible execution 
traces, which makes assurance through traditional testing in-
feasible. 

How is intention defined in BDI agents? 
Well, it depends on your perspective. 
Seriously, one of the things that are confusing about the BDI 
model is that in the literature there are a number of differ-
ent perspectives. There’s the original philosophical work on 
folk-psychology by Michael Bratman, which is not about soft-
ware at all. Then there is work on formalising concepts using 
modal logic, and then there is work about software architec-
tures and languages. 
Focusing on the software languages perspective, an intention 
can be thought of as a partially instantiated plan that the agent 
is intending to carry out. For example, if an agent has a goal, 
and it has instantiated a plan to realise the goal, then the parts 
of the plan instance, that have not yet been done, are the inten-
tion. 
In practice, when creating BDI agents, the programmer focuses 
on writing plans, not on intentions. Intentions are not the focus, 
since they basically are a run-time structure that results from 
running the plans.

Why is it important that agents generate protocols at 
runtime?
Well, I would say that it isn’t important in general, but that in 
some situations it becomes important. Having predefined pro-
tocols that are created at design-time is simpler. But in some 
situations, runtime protocols are needed. For example, if one 
has a system where new agents can join the system (an “open 
system”), then it may be necessary to allow for protocols to be 
created at runtime. 

What makes debugging cognitive agent programs dif-
ficult?
The execution cycle of cognitive agent programs can be difficult 
to follow. For example, if a particular action was performed, 
trying to work out why can involve tracing back through vari-
ous plans, the conditions that were true when those plans were 
selected, and even failures of earlier actions that resulted in 
other plans being attempted. 

Prof. Michael Winikoff
Prof. Michael Winikoff is a professor at the School of Information 
Management at Victoria University of Wellington. Michael’s 
research has focussed on software that is conceptualised in 
terms of “intelligent agents” which are able to exhibit robust 
and flexible behaviour. Since 1999 he has worked on developing 
approaches for engineering these sorts of systems. More recently 
he has been looking at explainable AI, societal consequences 
of autonomous systems, and the issues that affect trust in 
these systems. Michael is on the programme committee for the 
First International Symposium on Applied Artificial Intelligence 
(ISAAI’19) which will be held in Munich in November. He is also 
an Associate Editor for the Journal of Autonomous Agents and 
Multi-Agent Systems, Editor-in-Chief for the International Journal 
of Agent-Oriented Software Engineering, and he has been both 
programme and general chair of the International Conference 
on Autonomous Agents and MultiAgent Systems.
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“There is a tension 
between rushing to 
develop and deploy 

certain technologies, 
and taking care to 

ensure that the tech-
nologies are fit-for-

purpose.”
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Karen was sitting at her desk, eyes closed, wearing 
headphones obviously listening to music.

Her manager standing next to her finally 
tapped on Karen’s shoulder. »This is not the 

time for deep relaxation; we have to finish that project 
planning in one hour!« Karen opened her eyes. »I’m just 
manipulating my brainwaves for a better result, you want 
to try it yourself?«

What exactly was she doing? She simply listened to mu-
sic with alternating acoustic signals. We know that billions 
of nerve cells in our brain communicate via bioelectrical 
impulses. When a stimulus arrives, this information is 
processed. Frequency fluctuations then take place. Certain 
frequencies are assigned to certain states of the person. 

Some frequencies are particularly suitable for creative 
processes or for storing memories. 

Here is a list of the different frequencies and their cha
racteristics:

Gamma
100 – 38 Hz:

Peak performance, assembling specific 
perceptions. Measurable while performing 
highly concentrated work.

Beta
12 – 38 Hz:

Normal frequency band, alert, attentive, focu-
sed. Measurable while performing concentra-
ted work.

Alpha
8 – 12 Hz

Alert but relaxed, very creative. Measurable 
after waking up, before falling asleep, during 
relaxation exercises or light meditation.

Theta
 3 – 8 Hz

Dream state, subconscious is active. Mea-
surable in REM phases, during deep relaxation 
or meditation.

Delta
0.2 – 3 Hz

Deep, dreamless sleep, consciousness is 
switched off.

According to recent studies, some frequencies can be easi-
ly changed in listening to sounds accompanied by pleasant 
music, alternating between the left and the right ear. These 
tones provide an impulse for slight eye movements to the 
left and right. These eye movements are found in the REM 
(Rapid Eye Movement) sleep phase, in which the emotional 
experiences of the day are processed in the brain. They 
also create inner balance and improve concentration and 
creativity. Therefore, EMDR or wingwave® music is used 
in some companies, for example in development labora-

tories to increase creativity or in call centers to reduce 
strain and tension. Especially for pupils diagnosed having 
an attention deficit syndrome, there are trainings using 
neurofeedback. Participants train to focus their concentra-
tion on a special task, for example to move a figure on a 
screen simply with the power of thoughts. The processes 
and results of these trainings are then mentally transferred 
in daily life at school.

Frequencies can also be changed in order to give the 
brain a necessary frontal brain pause. Mindfulness exerci
ses and meditations for example have an effect on the alpha 
and theta states and help to relax the brain and body. This, 
in turn, ensures that we can get a fresh start with more 
concentration and creativity.

In addition to that, there are many international studies 
on how meditation works. Most importantly, they prove 
that the technique builds lasting emotional stability. At the 
same time, they have proved that sleep disorders, anxiety 
disorders, and depression can be reduced and disappear 
completely through regular meditation without the use of 
psychotropic drugs. In many cases, a positive inf luence 
of regular meditation – without medication – in lowering 
blood pressure has also been confirmed. 

Considering the power of thoughts influencing the me-
tabolism in any direction, we must recognize that our brain 
is a treasure chamber. We easily can find mental pictures 
that via dopamine influence the outcome of our activities  
- either positive or negative. For example, if we have a clear 
picture showing the closing of a negotiation, our brain sys-
tem will focus  attention and energy on this result due to 
a cocktail of dopamine, endorphin and oxytocin. And our 
rewarding system will finally help to relax and to refresh 
to start again.

There are  a lot of simple techniques – it’s definitely 
worth analyzing and perhaps adding some of these to your 
toolbox.

I would like to invite you on this trip discovering how 
to direct your thoughts for more well-being, health, and 
success in your life. 

Enjoy!  

	 Dr. Petra Bernatzeder, 
psychologist, consultant, coach, director of upgrade human resources 

www.upgrade-hr.com

COLUMN

ARTIFICIAL
INTELLIGENCE ... 
»mental intelligence«
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 The Agile Counterfeiters on 
 Their Way to Cargo Cult Hell 

Marcus Raitner works as an agile transformation agent 
and agile coach at BMW Group IT. In his blog “Führung 
erfahren!” he has been writing about leadership, agility, 
digitalization, and much more since 2010.

A nyone who imitates Spotify or introduces 
SAFe or obtains imitated or falsified agile 
frameworks and disseminates them as best 
practice will be punished with futile ritual 

practices of not less than 20 hours per week and employ-
ee. The way into the agile cargo cult hell is well paved 
with best practices, blueprints and frameworks and is 
bordered by billboards saying: “Don’t invent the wheel 
again!” Agility, however, is less a question of methods 
than of principles and stance.

A British statistician once said, that all models are 
wrong, but some are useful. So, let’s get this straight: All 
frameworks and models have their justification and are 
useful in some way and in the right context (yes, even 
heavyweight frameworks like SAFe have useful aspects). 
The problem thus is not the methods, but blind belief in 
methods. However, all models are wrong if they are intro-
duced and rolled out by top-down directive without the 
necessary understanding of the principles behind them 
and without the right attitude.

Yoshihito Wakamatsu reports an interesting anecdote 
about Taiichi Ohno, who significantly influenced and 
further developed the Toyota Production System, in his 
book “The Toyota Mindset, The Ten Commandments of 
Taiichi Ohno”. During a visit to a Toyota plant, Ohno was 
accompanied by another manager. This manager noticed 
the apparent flaws in the implementation of the Toyota 
Production System and asked Ohno why he had not cor-
rected them immediately. His answer:

I am being patient. I cannot use my authority to force 
them to do what I want them to do. It would not lead to 
good quality products. What we must do is to persis-
tently seek understanding from the shop floor workers 
by persuading them of the true virtues of the Toyota 
System. After all, manufacturing is essentially a hu-
man development that depends heavily on how we 
teach our workers.

Needless to say, Ohno could have demanded compliance 
with the Toyota Production System by virtue of his au-
thority. But he had understood that the resulting blind 
obedience would create more problems in the long run 
than this short-term cure would solve. Instead, he relied 
on teaching the workers better in the principles behind 
his model.

For the mere implementation of a framework this is 
clearly a very tedious and time-consuming procedure. 
However, Taiichi Ohno aimed for more. For him, the em-
powerment and enablement of the people affected was 
an integral part of this change. And that not only for the 
mere application of a few methods, but also and especial-
ly for the continuous further development and adaptation 
of the Toyota Production System along its underlying 
principles. This is why Taiichi Ohno demands: “Some-
thing is wrong if workers do not look around each day, 
find things that are tedious or boring, and then rewrite 
the procedures. Even last month’s manual should be out 
of date.”

It is precisely this empowerment that makes the de-
cisive difference between beautifully celebrated cargo 
cult and real change. So, there’s no reason why the agile 
transformation shouldn’t be inspired by good examples 
like Spotify or based on (seemingly) ready-made frame-
works like SAFe, but please not only superficially! As 
with the often imitated and rarely reached Toyota Pro-
duction System by Taiichi Ohno, this means promoting 
the self-organization of those affected 
on the basis of principles and thereby 
enabling and empowering them to fur-
ther develop these methods. This way is 
stonier, but it is worth it.

� Dr. Marcus Raitner

The Book “Manifest für menschliche 
Führung” is available as paperback 
and e-book at Amazon

How to influence our brain for better results 
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J iayu Zhou has been working on machine learning theories 
and methodologies, including multi-task learning, feature 
selection, sparse learning, matrix completion, numerical 
optimization and their applications on healthcare analytics. 

He currently works as an Assistant Professor in the Department of 
Computer Science and Engineering at Michigan State University. 

In which sectors of a human being can machines work 
better than humans?
When defining “better”, there are two dimensions. The first di-
mension is “faster”, and the other dimension is “more accurate”. 
We know that in many automation domains 
such as production, service domains, and ware-
house management, a machine can do much 
faster and thus better than humans. On the other 
hand, many procedures require complicated de-
cision making that is much more complex than 
automation, such as most medical diagnosis or 
operating vehicles. And in these cases human is 
still much better than machines are. 

In 1748 Julien Offray de La Mettrie 
published his scandalous book L‘homme 
machine (Translation: „The man as a ma-
chine“). What do you think about this trans
humanistic concept of a man being a machine? Where are 
the boundaries between human and machine with your de-
finition of machine?
I cannot agree with this statement, with my definition of “ma-
chine” as a human-made apparatus, such as computers. I think 
two differences between human and machine are that 1) know
ledge-driven intelligence and 2) emotion. The former differen
tiates human and machines in terms of intelligence (natural or ar-
tificial), whereas the latter defines the basis of natural intelligence. 

Why do machines need humans?
The question will be a much meaningful question if asked the 
other way round. Machines are created by humans and for the 
human to accomplish specific tasks, automation, entertainment, 
assistance, etc. And the purpose of creating machines is to im-
prove our civilization and improve life-quality. Machines, on 
the other hand, do not have a purpose and cannot do anything 
beyond what human told them to do. 

Can you imagine a world with machines and without 
humans? What do you think about ethical arguments about 

creating machines considering possible dan-
ger for human civilization?
If there are no humans, no one cares what ma-
chines would do. There are lots of educational 
science fictions warning us against the danger 
of machines, and however and also unfortunate-
ly, the technology we have currently mastered 
can only make machines to help with simple 
tasks. After all, there have no machines passed 
a Turning test yet. 

How do you teach a machine to learn?
In the early years, humans taught a machine 
to learn by creating low-level instructions, in 

the form of programs. Later on, humans designed programs for 
higher-level instructions (ask the robot to turn left, find a box, 
and move to the right) which were then fulfilled by machines. 
More recently, due to the advances of machine learning, espe-
cially deep reinforcement learning, the machine can infer rules 
by experiencing the environment in a trial-and-error manner. 

Is there a chance to create a machine which is able to 
teach other machines?
Yes, there is, through a human-made language in a human-de-

Help me, 
Machine!
Is this the next step in humans’ evolution: after hand axe, wheel, and electricity  
humans create self-thinking machines as their new helping hand. Is this kind of  
super-invention the solution for such a high amount of problems? We spoke with 
Jiayu Zhou not only about promises and benefits of our new assistants, but also 
about their limits and risks.

signed way. Right now, developers have built micro-services 
which are talking to each other through machine-understandable 
formats such as JSON. By handing over experiences with each 
other, we can say the machines are teaching each other. However, 
I have to emphasize that human invents all the mechanisms, and 
therefore, they are not created by machines with any purpose. 

In 2018 you participated at the 1st Int‘l Workshop on 
Big Traffic Data Analytics at San Diego. Can intelligent 
machines help to solve our traffic issues? How?
Yes, intelligent machines can indeed help to 
solve our traffic issues. Machine learning scien-
tists are now converting the traffic optimization 
problems into optimization problems (traffic 
prediction, traffic control, route planning, etc) 
and solving them in a data-driven way using 
the massive data collected in different sources. 
Over the last few years, we see high-accuracy traffic estimation 
status using trajectory data, efficient fleet management status 
using share ride dispatch data, and data-driven traffic light 
control systems that dramatically reduce the traffic in intersec-
tions, and many more to come. 

Your researches take part of biomedical questions. 
Are there particular needs for using machines in medical 
contexts? Which are they?
Most of the current machine-assisted medical research takes 
advantage of medical data available from sources like mobile 
sensors, electronic medical records, cohort study data from 
clinical trials. Machine learning scientists like me use the data 
to build computational models by solving a data-guided large-
scale optimization problem (e.g., classification, regression, or 
clustering). We heavily rely on machines’ superior computing 
power to solve these (again human-designed) optimization 
problems. The procedure above shares the same spirit as those 
recent deep learning advances in other domains. 

A vision: The tomorrow‘s gynecologist uses his com-
puter to analyse the foetus. Artificial intelligence can reco-
gnize future prospects. Maybe the gynecologist can show 
us the whole foetus‘ life in a virtual preview. With the use 
of DNA-“correction“ we can intervene in human‘s genesis. 
What do you think about it?
This vision was based on the assumption that a virtual preview 
is possible, but I don’t personally think this is possible at the 
current computing resource and modeling technique we have. 
Common knowledge instructs that the development of a fetus 
is dependent on two aspects 1) genetics and 2) environmen-
tal interactions. Indeed we can profile the genetics and predict 
many risk factors, but many many other factors depend on the 
environment, which is too complicated to be modeled even for 
a short period amount of time of a small cell, not to say the en-
tire lifespan of a fetus. Nevertheless, if someday we know for 
sure that some genes will definitely be giving an infant a liver 
cancer in her 70s, why not removing them? But given that the 
human development is such a complicated system, most likely 
we are going to play the trade-off game: do we want to get rid 
of genes and meanwhile take the risk of getting another disease 
in another period of her life.

Let‘s talk about science. What‘s the role of academic 
science in a world with artificial intelligence? Do you de-

scribe artificial intelligence in the meaning of understan-
ding or do you produce artificial intelligence?
As the mainstream of artificial intelligence nowadays is, in 
fact, advanced machine learning that combines superior com-
putational power and the vast amount of data we have (or can 
acquire), industries played an important role that is sometimes 
considered to be more important than academic science. How-
ever, our understanding is advanced machine learning support-
ing AI nowadays is somewhat limited and is much less than 

that of earlier machine learning algorithms. 
Academic science is carrying a critical mission 
in AI to advance such fundamentals and un-
derstandings. I would say this understanding is 
one of the most crucial steps toward producing 
artificial intelligence. 

Is there a possibility to integrate ma-
chine‘s thinking in everyday‘s life? Can our smartphone be 
our artificial intelligent solution for everything?
I am not aware of machine’s thinking. I do see human plots that 
are infiltrating every aspect of our lives through smartphones. 
We are interacting with Apps and websites every day, whose 
owners end up collecting all the behavior data from us and turn 
them into “intelligence” that ultimately becomes the source of 
their profit. How do big companies like Facebook and Google 
make money otherwise? Of course, I would like to thank them 
for the excellent free services they provide. 

Machines are complex-organized containers full of 
data. In a world full of data – is there any chance of „priva-
te“ and „secure“ data?
Yes. If your data is not exposed to the internet, then it can be 
mostly thought of as private and secure. But it is really chal-
lenging to be as we are living in an ever-increasingly connected 
world.
� Interview: Hannes Mittermaier

“I think two differen
ces between human and 

machine are that 1) know
ledge-driven intelligence 

and 2) emotion.”

“Indeed, we can profile the 
genetics and predict many 

risk factors, but many 
many other factors depend 
on the environment, which 

is too complicated to be 
modeled even for a short 
period amount of time of 

a small cell, not to say the 
entire lifespan of a fetus.”

Prof. Jiayu Zhou 
Prof. Jiayu Zhou is an As-
sistant Professor in the 
Department of Computer 
Science and Engineering 
at Michigan State Univer-
sity. He received his Ph.D. 
degree in computer science 
from Arizona State Universi-
ty in 2014. He has a broad 
research interest in large-
scale machine learning and 
data mining, and biomedical 
informatics. He served as technical program committee member 
of premier conferences such as NIPS, ICML, and SIGKDD. Jiayu’s 
research is supported by the National Science Foundation and 
Office of Naval Research. He is a recipient of National Science 
Foundation CAREER Award (2018). His papers received the Best 
Student Paper Award in 2014 IEEE International Conference 
on Data Mining (ICDM), the Best Student Paper Award at 2016 
International Symposium on Biomedical Imaging (ISBI), and Best 
Paper Award at 2016 IEEE International Conference on Big Data.
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The First International Symposium on Applied Artificial Intelligence (ISAAI’19) promotes recent results of 
applications or practical methods of artificial intelligence from science and industry. ISAAI’19 publishes 17 
high-quality international articles, with each of them presenting valuable results about applied artificial intelli-
gence. As the first scientific event of the DIGICON, All accepted submissions of ISAAI’19 show the enormous 
interest of science and industry in applying artificial intelligence to real-world problems to improve our world and 
everyday life. ISAAI’19 is organized in four sessions Deep Learning & Natural Language Processing, Pattern 
Recognition & Medical Applications, Autonomous Agents, and Quantum Computing – Accelerating AI, which 
cover important aspects of Applied Artificial Intelligence by proposing novel and exciting techniques, analysis 
and applications for the next big AI wave.

ISAAI’19 Overview
The First International Symposium on Applied Artificial Intelligence (ISAAI’19) is an event to promote artificial 
intelligence research for real-world applications and use cases and was organized by Claudia Linnhoff-Popien, 
Thomy Phan and Sebastian Feld of LMU Munich. ISAAI’19 received 35 submissions from 14 countries coming 
from Africa, America, Asia, and Europe.

The submissions covered a wide range of applications and methods of artificial intelligence mostly related to 
the wide field of machine learning for pattern recognition and reinforcement learning for autonomous systems, 
as well as theoretic analysis about practice relevant aspects and deployment strategies for real-world use cases 
ranging from distributed architectures and special hardware.

Out of the reviewed submissions, 14 submissions were accepted as full papers (leading to a full paper ac-
ceptance rate of 40%) and 5 additional submissions were accepted as extended abstract (leading to an overall 
acceptance rate of 54,3 %).

All accepted full papers and extended abstracts are organized in four sessions Deep Learning & Natural 
Language Processing, Pattern Recognition & Medical Applications, Autonomous Agents, and Quantum Com-
puting – Accelerating AI which are held during the DIGICON 2019 event, where all submissions are either 
presented orally or as poster. The poster session is held on Wednesday, November 20th and the oral presentation 
of publications is held on Thursday, November 21th parallel to the talks held at DIGICON 2019.

What to expect from ISAAI’19?
Right now, AI seems to be everywhere and everyone who is lacking AI technologies seems to be out of place. 
But the right thing to do is not to adapt to the existing trend as the trend always indicates a lagging but instead 
to proactively invest and to prepare for the next AI wave.

The DIGICON 2019 is an international business conference where science and industry meet to present and 
to learn about the most recent trends and technologies about digitization. This year the main topic of DIGICON 
is artificial intelligence which was inspired by the preceding events which focused on machine learning, data 
mining, and business intelligence. At DIGICON about 350 participants from all over the world are expected to 
attend this exciting event with top-talks of innovators, decision makers, and creative directors from science, 
business, and politics.

ISAAI’19 is the first scientific event of DIGICON and already received a considerable resonance from inter-
national experts, showing the enormous interest of science and industry in applied artificial intelligence as well 
as to connect to gain know-how about different areas in order to enable the application of artificial intelligence 
at an extremely large-scale.

The accepted publications along with the information about the authors of each paper or extended abstract are 
all available in this journal.

FIRST INTERNATIONAL SYMPO-
SIUM ON APPLIED ARTIFICIAL 
INTELLIGENCE (ISAAI’19)
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This paper presents an automated keyword assignment system 
for scientific abstracts. That system is applied to paper abstracts 
collected in a local publication database and used to drive a 
researcher recommendation system. Problems like low data 
volume and missing keywords are discussed. For remediation, 
training is performed on an extended data set based on large 
online publication databases. Additionally a closer look at label 
imbalance in the dataset is taken. Ten multi-label classification 
algorithms for assigning keywords from a given catalogue to a 
scientific abstract are compared. The usage of binary relevance 
as transformation method with LightGBM as classifier yields 
the best results. Random oversampling before the training phase 
additionally increases the F1-Score by around 5-6%.

1 Introduction
Modern research environments have become highly complex. 
Research is conducted more and more in projects with a clear 
set of goals. Project teams are increasingly composed in a 
multi-disciplinary manner. This can easily lead to duplication 
of effort on research questions in separate project teams. Even 
researchers at a single institution may be working on similar 
problems without knowing about each other. Recommendation 
systems are a field of artificial intelligence that provides meth-
ods which can help to overcome this problem.

At Deggendorf Institute of Technology (DIT) an app for 
researcher matching is currently in development. In this ap-
plication users can create a profile with information about the 
membership at faculties, research groups, institutes and research 
projects. They can also add keywords to describe relevant 
research topics.
It is, however, complicated and time consuming for the user to 
find matching keywords in a given catalogue. Automating this 
process is important to simplify app usage and therefore raise 
adoption of the app. A naïve approach is exploiting keywords 
contained in the user’s publications. However, those keywords 
are often unstructured. Even if they are structured, various pub-
lishers may use conflicting catalogs. Finally, many publications 
in the database lack the respective information.

In this paper, we present a keyword assignment scheme as 

part of our recommendation system. It learns an initial keyword 
catalogue based on paper abstracts taken from a local publica-
tion database. This catalogue is assumed to remain stable. The 
system is then used to automatically classify new papers which 
are added to the database. Paper abstracts are expected to be a 
highly condensed representation of the paper content. Thus, by 
learning from abstracts a catalog of high relevance keywords 
for previously unseen works can be created.

Two challenges have to be overcome for this project: Low 
volume of data for training and significant label imbalance. 
Regarding the first problem, the local publication database is 
missing either the abstracts or useful keywords in a lot of cases. 
In order to improve classification performance, information from 
external databases is used during the learning phase. Secondly, 
the data is heavily imbalanced: Some keywords are much more 
common than others. That makes it harder for learning algo-
rithms to identify the rare ones during the training stage. To 
improve the performance despite this problem, the usage of sam-
pling in order to achieve a balanced ratio of labels is evaluated.

The main contributions of this paper are: An analysis of the 
skewed data structure of our internal publication database; An 
evaluation of various machine learning classification methods 
applied to our problem; A discussion of the results and the appli-
cability to an automated keyword extraction system for a local 
publication database. The classification is implemented as part 
of a recommendation system available to researchers at DIT.

The rest of this paper is structured as follows: In section 2, 
background information is given on keyword extraction and 
existing keyword extraction algorithms. Section 3 presents our 
methodology for creating the keyword extraction system. Sec-
tion 4 introduces the measures that were used and discusses the 
achieved results. Section 5 gives an overview of the related work 
in the task of assigning keywords to scientific texts. Finally, 
section 6 concludes the paper and proposes future work.

2 Background
Keyword extraction is a common problem in the fields of text 
mining, information retrieval and Natural Language Processing 
(NLP). The goal is to assign a set of keywords, which describe its 

Extracting Keywords from 
Publication Abstracts for an 
Automated Researcher 
Recommendation System
Marco Kretschmann, Andreas Fischer, Benedikt Elser

content, to a text. There exist many different approaches to this 
problem, which can be roughly divided into four categories [1]:
Statistical approaches: These methods take a look at the stati-
stics of occurring words. Typical example for these approaches 
are Term Frequency – Inverse Document Frequency (TF-IDF), 
word cooccurrences or PAT trees.
TF-IDF is a commonly used method, which often finds also 
application in other approaches. The main idea is, that words, 
which occur often in a document but rare in the representative 
text corpus are interesting. It is defined as:

with idf(t) = log(df(tn)+1)
In this equation tf(t,d) denotes the relative frequency of term 

t in a document d. It is is multiplied with the inverse document 
frequency idf(t), which relates the number of documents n to the 
number of documents containing the term df(t).
Linguistic approaches: Lexical, syntactic or semantic analysis 
is used to gain an insight into the word relations. Their usage 
enables for example Part of Speech (POS) tagging, which can 
identify to which part of speech a word belongs to. It can be 
used to filter out words like articles or prepositions, which don’t 
carry useful information, while keeping the interesting parts of a 
sentence. They are considered complex NLP problems.
Machine Learning: This approach is often using multi-label 
classification algorithms for assigning keywords to a text corpus. 
The label or keyword set is often given in advance for the trai-
ning and validation process.
Graph-based text representation: The goal is to represent 
a text as graph, using graphtheoretical algorithms to extract 
keywords. A simple approach represents the words as vertices 
and the co-occurrence between them as weighted edges.

Besides that there also exist other approaches, which combine 
the above mentioned or consider additional features, that are not 
directly text related, like the document layout.

In our work we combine a machine learning approach for 
multi-label classification with a statistical one, that uses TF-IDF 
for the feature vector generation used in the machine learning.

3 Methodology
In this section we discuss our approach to build the initial dataset 
which was used for the keyword catalogue, training, and valida-
tion of the label assignment system. Furthermore we introduce 
how text data is preprocessed and which algorithms are used for 
the evaluation.

3.1 Building the initial dataset
The dataset has to represent the research topics studied at DIT, 
because the extracted keywords will later be used in a matching 
application tailored to the local research community. Therefo-
re existing datasets, which contain publication abstracts and 
keywords, will not be used. Instead we create a dataset, starting 
from the DIT publications as an initial seed. We increase the 
amount of samples using web scraping. This is a technique whe-
re the structure of a web site is analysed and then the necessary 
information is extracted based on that. It applies to services, 
where no interfaces are given or the provided ones do not offer 
the needed data. We are mainly interested in the abstracts as 

input and the keywords for training and validation, which the 
author assigned to them. Based on the DIT publications we also 
want to increase the data volume, because it is too low for further 
work. Despite the presence of APIs for text mining, which some 
online libraries such as Elsevier and Institute of Electrical and 
Electronics Engineers (IEEE) offer, they lack essential functio-
nality for our work.

Table 1: Functionality of online libraries

Portal API Keywords Related
CrossRef ✔ ✘ ✘

Elsevier ✔ ✔ ✘

IEEE ✔ ✔ ✘

SPIE ✘ ✘ ✘

Springer ✔ ✔ ✘

Wiley Online ✘ ✘ ✘

Table 1 gives an overview of the existence of documented APIs 
and their provided functions on a selected number of online 
libraries. None of them offers the needed functionality with 
keywords and related items for our approach.

While some publishers encourage the usage of their APIs 
for text mining, either directly or via CrossRef, which offers 
publication metadata cross a whole set of publishers, their focus 
lays often on full-text retrieval and not on keywords and related 
items. Because of that, we decided to write a customized web 
scraper. Based on a number of given document identifiers it is 
able to crawl through the web pages of IEEE, Elsevier, SPIE and 
Wiley Online. These databases display all relevant information 
on their publicly accessible pages and cover most of DIT publi-
cations. During that process the scraper can extract relevant data 
like abstracts, assigned keywords (hereafter: labels) and related 
documents. The related documents are fed back to the scraper for 
further extraction.

Figure 1: Sample count for DIT dataset and extracted ones by 
web scraper

Figure 1 shows how the sample volume of 767 items in the DIT 
publication database was increased by using the web scraper. 
Based on that we extracted 6502 abstracts with keywords (la-
beled items) and 899 abstracts without (unlabeled). Discovered 
abstracts without keywords were later used for validation.

3.2 Preprocessing
To convert a given text to a feature vector for machine learning 
there are some steps, which have to be done first. First, capita-
lization is removed by converting the whole text to lowercase. 
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After that, every non-alphabetic character is filtered out. Next, 
stop words (i.e., common words such as ‘the’ or ‘and’) are 
deleted from the text. Afterwards, stemming is performed on 
every word. This process removes suffixes from a word, so that 
words with the same root can be merged. As an example the 
words ‘building’ and ‘builder’ are converted to their word stem 
‘build’. Finally to calculate the feature vector TF-IDF is used. 
This is then used as input for the multi-label classification task.

3.3 Benchmarked algorithms
For comparison we focused on the following three transforma-
tion methods which convert a multilabel classification task to a 
multi-class or binary one. Sorrower [17] and Zhang et al. [22] 
give an overview about the currently available methods:
Binary Relevance: Each label is classified independently. A 
separate classifier is used for each one. Label relationships are 
ignored. The task is converted to a binary classification for 
each label. Classifier Chains: First the labels are ordered and 
for each one there is an own classifier, which takes as input the 
input samples related to that label, but also considers the output 
from the previous classifier in the chain. A problem transfor-
mation to a multi-class one is performed.
Label Powerset: The task is transformed into a multi-class 
problem by creating every label combination present in the 
training data. This breaks down the task into a multi-class one, 
which considers every occurring label combination.

Additionally, we consider Multilabel k-Nearest Neighbours 
(ML-kNN) as an interesting algorithm, which uses a k-nearest 
neighbour approach to assign labels to unknown samples [21].

Table 2: Algorithms used for evaluation

Method Classifier Abbreviation
Binary
Relevance

Complement NB
Linear SVC
LightGBM

br_nb
br_svc
br_svc

Classifier
Chains

Complement NB
Linear SVC
LightGBM

cc_nb
cc_svc
cc_lgbm

Label
Powerset

Random Forest
Passive Aggressive
k-NN Vote

lp_rf lp_pa

lp_knn
ML-kNN mlknn

Table 2 gives an overview of the algorithms and the classifiers 
used in conjunction with the transformation methods. Comple-
ment Naive Bayes [15], Linear SVM and LightGBM were used 
for binary relevance and classifier chains. The latter applies 
a boosted decision tree (cf. Ke et al. [8]). Together with label 
powerset we tested random forest, passive aggressive [5] and 
k-NN Vote. As previously mentioned we also added ML-kNN 
to the candidates without a transformation method, because it is 
already specialised in multi-label learning. For the implemen-
tation we choose the Python programming language together 
with the scikitlearn [13] and scikit-multilearn [18] libraries. As 
toolkit for NLP preprocessing the nltk library [2] is used.

4 Evaluation
This section presents the results and the measures used for 
performance evaluation of the tested multilabel classification 
algorithms. Before that we analyze the aquired data set.

4.1 Exploring the dataset
This section explores the dataset by analyzing the label 
distribution. Charte et al. [3] give an overview of the existing 
measures for imbalanced datasets, which also are applied in 
this paper. The total amount of documents in the collections is 
described by n. L describes the set of all unique labels occur-
ring in the dataset. Y denotes the set of all documents, while Yi 
references the set of labels, which are assigned to document i.
Label Cardinality: The cardinality describes how many 
keywords are assigned to an input sample on average. It is 
defined as:

Label Density: Density is the probability that two random 
chosen samples contain at least one common keyword. It is 
defined as:

Imbalace ratio per label: This one describes the imbalance of 
a keyword in relation to the most common one, which has an 
value of one. It is defined as:

Mean Imbalance Ratio: The mean imbalance ratio is calcu-
lated as the arithmetic mean of all imbalance ratios from the 
whole dataset. It is defined as:

Figure 2 displays the Mean Imbalance Ratio, Label Cardi-
nality and Label Density in relation to the label count. With 
increasing label count the cardinality and mean imbalance 
ratio increase, while the density decreases. This is caused by 
the keyword catalogue getting larger. More and more new 
keywords are added, which do not match the previous samples, 
thus creating more imbalance and reducing the probability for 
common keywords.

Figure 2: MeanIR, Cardinality and Density compared to label 
count

Figure 3: Label imbalance ratio at a catalogue size of 512 
keywords

This means, that the keyword imbalance is not uniformly 
distributed. Figure 3 shows the label imbalance distribution at a 
catalogue size of 512 keywords. The most common one at label 
rank zero has a value of one. Following to that the imbalance 
ratio increases to a peak of around 30. This means that the least 
common keyword in the catalogue is around 30 times rarer in 
our dataset than the most common one. While at the begin-
ning imbalance increases rapidly, later it seems to increasing 
linearly. This complicates a later multi-label classification task, 
because the higher ranked labels occur so rarely in the dataset. 
For example transformation methods like label powerset can 
not work properly because this method depends on the existen-
ce of every label combination in the training dataset, which can 
later occur during prediction.

The keyword imbalance strongly influences their value in 
classification tasks. Several keywords are so common as to 
infer almost no information about the paper content. The five 
most prominent labels in our data set are ‘internet of things’, 
‘wireless sensor networks’, ‘internet’, ‘support vector machine’ 
and ‘x-ray diffraction’.

In contrast, many keywords are related to a single paper 
only, thus being too specific for classification tasks. Examples 
for rare keywords in our data set are: ‘dielectric breakdown’, 
‘grain boundaries’, ‘nanomaterials’, ‘sims’ and ‘education’. In 
both cases, the keywords are of little value.

Figure 4: Label Co-Occurrence visualized by OpenOrd  
algorithm

The problem is depicted in figure 4, which shows the label 
co-occurrence graph visualized via the OpenOrd algorithm 
[10]. This was extracted from the dataset by looking at 
keywords which are assigned to the same abstract. Every ver-
tex in the graph represents one keyword. Edges exist between 
any two keywords occurring in the same abstract. Vertices with 
a degree of less than two (i.e., labels which are connected to 
only one or no other label) have already been filtered out. The 
dominance of a few very densely connected keywords is quite 
apparent in this visualization.

4.2 Evaluating the performance of a multi-label classification 
task
A lot of different measures exist for evaluating the performance 
of an information retrieval task. In this paper we focus on Pre-
diction and Recall (cf. Table 3), as well as the derived measures 
F1-Score and the Jaccard score, all of which are described in 
the following. In the definitions, validation labels for each samp-
le are denoted as Y , whereas predicted labels are denoted as Z.

Table 3: Confusion matrix for precision and recall

Condition
positive

Condition
negative

Prediction
positive

True
positive

False
positive

Recall

Prediction
negative

False
negative

True
negative

Precision

Precision  describes whether every 
label in Z is correct. It is the ratio of true positives to all positi-
ve predictions.
Recall  describes whether all correct 
labels are in Z. It is the ratio of true positives to all positive 
conditions.
F1-Score  is the harmonic mean of the 
precision and recall. It is also known as F-score or F-measure.
Jaccard score , also called subset ac-
curacy) is the proportion of correctly predicted labels to the 
entire validation set.
For score calculation we use micro-averaging, i.e., we calcu-
late the score for each validation sample separately and then 
take the arithmetic mean of them. All tests were executed for 
different keyword catalogue sizes, for which each contained 
samples with the top 8, 16, 32, 64, 128, 256 and 512 keywords 
of the dataset.

4.3 Results
In this section the results are discussed. For the training and 
validation, we used a technique named iterative stratifica-
tion, which tries to maintain the label distribution between 
the training and validation set [16]. 80% of the labeled input 
samples are processed during training and 20% are reserved 
for validation. The unlabeled ones, extracted by the scraper, are 
used for testing.

Figure 5 shows the precision, recall, F1-Score and Jaccard 
score compared to label count. Abbreviations for the different 
transformation and classifier combinations are explained in 
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Table 2. If ‘ros’ is appended, Random Oversampling was addi-
tionally applied to the input samples. In general we can say, that 
all measures decrease with increasing label count. Furthermore 
following observations have been made:
Precision: Classifier chains with naive bayes and ML-kNN 
achieve the top scores here, while binary relevance with naive 
bayes falls strongly behind in comparison to the others.
Recall: LightGBM with either binary relevance or classifier 
chains is leading here. Naive bayes shows the worst performan-
ce regardless of the transformation method.
F1-Score and Jaccard score: The results for these measures 
look similar, but are shifted by around 10%. Here LightGBM is 
again the best performing one. Binary relevance together with 
linear support vector has achieved a similar result. Naive bayes 
falls again strongly behind.
Usage of random oversampling: For LightGBM with binary 
relevance or classifier chain random oversampling is performed 
before training. All measures improved by around 5-6%.
Assigning keywords to unseen samples: We tested our model, 
which uses binary relevance and LightGBM, with our two un-
labeled datasets. Both of them were previously never processed 
during the training or validation stage. At the DIT publication 
dataset we were able to assign a least one keyword to 78.618% 
of the samples. For the unlabeled ones, which the web scraper 
extracted, the coverage was at 58.398%.
The LightGBM classifier in combination with either binary 
relevance or classifier chains got the highest F1-Score and Jac-
card score. Using random oversampling before training further 
improved scores by around 5-6%. Thus, we attach at the end of 
our preprocessing stage a random oversampler. We conclude 
that this combination is best suited for the presented use-case.

5 Related Work
This section presents the related work in the field of keyword 
extraction. The focus is on supervised algorithms, where trai-
ning data is required, and collection oriented approaches, where 
a whole set on documents is used instead of a single text.

Witten et al. [19] built a complete system for keyword 
extraction named Keyword Extraction Algorithm (KEA). First 
they identify candidates for keywords using lexical methods and 
rank them by a scoring scheme, which considers properties like 
co-occurrence in conjunction with stop words. Then they use bi-
nary relevance with naive bayes as machine learning algorithm.

Medelyan et al. [11] extend the KEA approach to Multi-pur-
pose Automatic Topic Indexing (MAUI). Improvements include 
a modified candidate scoring, taking word positions inside 
the text into account, and the aid of dictionaries for keyword 
identification. In contrast, the work presented here makes use 
of a predefined keyword catalogue which is generated from the 
training dataset and evaluates multiple classification algorithms 
on the data.

Krapivin et al. [9] compare machine learning algorithms like 
support vector machines and random forest for keyphrase ext-
raction from scientific papers. They apply NLP for further im-
provements. Though their work has similarities, there are some 
key differences: They use full text papers from Association for 
Computing Machinery (ACM) instead of abstracts. They do not 
evaluate the label imbalance. Finally, we consider sampling and 
gradient boosting as additional refinements.

Gelbukh et al. [6] automate the process of keyword extrac-
tion by first trying to identify candidates and then compare 
learning algorithms for keyphrase assignment. For candidate 
identification they consider different features like term frequen-
cy or word position. A multilayer perceptron and naives bayes 
are compared as learning algorithms. They use a much smaller 
dataset and label count.

Wu et al. [20] created a machine learning system specialized 
for keyword extraction from scientific literature. They construct 
an initial keyphrase database from their existing documents. For 
learning a least squares support vector machine is used. While 
their approach has similarities to ours, they use full-text and not 
abstracts like in our work.

Also they focus only on support vector machines and don’t 
consider further algorithms.

Rabby et al. [14] built an unsupervised tree based keyword 
extraction method for academic literature. They evaluate their 
algorithm by using papers from ACM. A key difference is, that 
they focus on full-text papers and not on abstracts.

Pay [12] presents Totally Automated Keyword Extraction 
(TAKE), an unsupervised algorithm focused on keyword ext-
raction in single documents. POS tagging and filtering heuri-
stics are used for candidate identification. While the problem 
setting is somewhat different, the approach suggests potential 
improvements for the preprocessing stage.

Chen and Xiao [4] compare the performance of term fre-
quency, TF-IDF and Term Frequency – Keyword Activity Index 

(TF-KAI) for keyword extraction in the Chinese language. 
The TF-KAI measures keyword relevance in a specific domain 
and can outperform the other methods. Unfortunately, without 
predefined topics in the dataset their approach is not applicable 
for our problem.

Hasan Sazzad et al. [7] use a hybrid approach for assigning 
keywords to scientific documents in the Bengali language. They 
use an unsupervised algorithm utilizing TF-IDF and naive bayes 
as an supervised method, which is trained on an already tagged 
set of documents. The output of both is then merged to the final 
result. Our approach mainly differs in that we compare multiple 
algorithms using a larger training dataset with about 6500 items 
as opposed to 500.

6 Conclusion
This paper presents a keyword assignment system based on 
the DIT publication database. It handles low volume data and 
missing keywords by extending the data volume using infor-
mation from online publication databases, extending the total 
volume to 6500 items. We compared ten multi-label learning 
algorithms with focus on transformation methods. The usage of 
either binary relevance or classifier chains in combination with 
LightGBM and random oversampling showed the most pro-
mising results. Compared to the related work, we were able to 
achieve a F1-Score of around 41% with a catalogue size of 512 
distinct keywords.

The focus on abstracts eliminates the need for full-text pa-
pers. A prototype keyword assignment system was built based 
on these results. It uses random oversampling in preprocessing 
and LightGBM as classifier with binary relevance as trans-
formation method. At least one keyword could be assigned to 
around 79% of internal samples and to around 58% of external 
samples. The prototype is integrated in a matching application 
in operation at DIT.

Several research directions remain for future work. For 
further improvements more sampling algorithms can be evalua-
ted. Also the utilization of POS tagging in the preprocessing 

stage can be evaluated. Additionally, it can be tested, if label 
space clustering and embedding can bring further result im-
provements. On top of that, hyperparameter estimation for the 
algorithms can be performed using techniques like grid search 
to achieve even better scores. Furthermore it can be evaluated, 
if deep learning as multi-label classification algorithm can bring 
any significant improvements.
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Figure 5: Metrics com-
pared to label count. For 
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Marco 
Kretschmann
Marco Kretsch-
mann studied for a 
masters degree in 
applied computer 
sciences in 2019 
at DIT. He is cur-
rently employed 
as application de-
veloper and data 

scientist at dab: Daten - Analysen & Beratung 
GmbH in Deggendorf. He is interested in 
developing user-friendly applications, which 
include artificial intelligence and allow data 
visualization and interactive exploration.

Andreas 
Fischer
Andreas Fischer 
Is a Professor at 
DIT. He received 
his PhD in 2017 at 
University of Pas-
sau. After a post-
doc position in 
Karlstad, Sweden 
he was appointed 

as professor for Computer Science at the 
DIT. He is interested in the development of 
intelligent and autonomous networks and has 
conducted extensive research on network 
resilience, network virtualization and soft-
ware-defined networks. Lately, he became 
interested in more general methods and ap-
plications of artificial intelligence, teaching 
courses on the subject at DIT.

Benedikt 
Elser
Benedikt Elser 
is a Professor at 
the DIT. He is also 
the leader of the 
“Applied AI” group 
at the Technology 
Campus Grafenau, 
a research and 
technology cent-

re of the DIT. Prof. Elser received his PhD in 
2012 at the Technical University of Munich, 
worked as a post-doc at the University of 
Trento, joined a Big Data Startup and finally 
worked at the Deutsche Bahn, a german 
train operator on large-scale data problems. 
His research interests include distributed 
computing, big data problems and machine 
learning algorithms.

24   DIGITALE WELT  1 | 2020           DIGITALE WELT  1 | 2020   25   

1. ARTIFICIAL INTELLIGENCEISAAI‘19 PROCEEDINGS



word level, character level or hybrid approaches.
Choice of data representation is a major step in text min-

ing. Popular techniques include bag of words or representa-
tion in vector space [12]. CNNs often consume input text 
encoded by dictionaries. They store vector representations 
of words or n-grams. These vocabularies are either created 
from training data or formed separately such as word2vec [6, 
9]. Using this approach, the network gets knowledge about 
complete words, their synonyms and combinations of the 
two. Kalchbrenner et al. [8] propose a word-level network 
with several convolutional and pooling layers. This architec-
ture works with n-grams. Due to wide convolution, networks 
preserve relative positions of phrases and dynamic k-max 
pooling layer gives the capability to combine several features 
of words that stay in various positions.

Kim [9] describes a CNN that works with a wordlevel 
input. It has convolutional, max-over-time pooling and fully 
connected layers. Convolution filters tend to select several 
words positioned near one another. The author applies a 
dropout technique for regularization and tries different ini-
tialization methods of which one of them randomly initializes 
the words and another uses pre-trained vectors from word-
2vec. This approach usually improves the network efficiency.

Using subword dictionaries is another way of encoding 
the input text. Sennrich et al. [19] propose to apply a byte 
pair encoding method (BPE). The technique uses subword 
dictionaries of predefined size and fills them with the most 
frequent combinations of characters. Kudo [11] introduces 
another subword approach that is based on the probabilities 
of sub-parts occurrences in a word sequence. The result dic-
tionary contains a mixture of characters, subwords and word 
segmentations. These hybrid approaches help to deal with 
the rare and unseen words as well as improve the efficiency 
in multilingual use cases. The size of the dictionaries is fixed 
and usually contains from 8k to 90k tokens.

Having word dictionaries leads to several drawbacks. 
They are often very large and not efficient from a memory 
perspective. Word-level approaches are language specific and 
hardly deal with infrequent words and different forms. Natu-
rally, a word is a combination of characters. Therefore, many 
researches consider characterlevel representations. Such 
approaches do not require knowledge about special syntactic 
or semantic structures. They do not need huge dictionary of 
vectors and work with predefined alphabets. They can effec-
tively learn unusual combinations such as misspelled words 
or emoticons [23]. Additionally, character-level networks 
tend to be language independent and work with different 
languages that share the same alphabet. Wehrmann et al. 
[21] use character CNN for multilingual scenarios and apply 
it to language agnostic Twitter sentiment analysis. Their 
model works without machine translation, paired datasets, 
word-embeddings or other special techniques.

Word level encodings capture syntactic and semantic 
information while character level representation provide 
morphological and shape details. Dos Santos and Gatti [2] 
propose to combine both and to use them as an input for 
CNNs. Such hybrid network captures more information than 
a word-level one and thus showed better results on the Twit-

ter dataset. Even though this type of the network considers 
characters, it has the usual problems for word representa-
tions. The dictionary is still huge and makes the network 
language specific.

Character-level input originally provides all the informa-
tion about words and sentences and makes the word-level 
representation redundant as an alphabet can replace a word 
dictionary. In this case CNN depends only on characters. It 
can be trained for different languages. Zhang et al. [23] de-
scribe a CNN that expects input encoded on character level. 
They define an alphabet that consists of 70 symbols including 
lower case characters, digits, punctuation marks and spe-
cial signs. Each item has a unique vector (1-of-m encoding) 
assigned to it. The technique encodes each character in the 
text using the predefined alphabet representing the result as a 
sequence of vectors. The study applies quantization in back-
ward order which makes it easy for fully connected layers 
to associate weights with the latest readings [23, 22]. Final 
tests show that this CNN is capable to learn complex patterns 
in the input text. However, it depends on the size of the data 
and tends to work better on larger datasets. Conneau et al. 
[1] propose a CNN that uses similar alphabet and encoding. 
It is a deep network that has up to 29 convolutional layers. 
They are combined into blocks that contain two convolutions 
followed by temporal Batch-Norm layers and ReLU activa-
tions. This network uses small convolutional filters and has 
fewer parameters in each layer which helps to avoid typical 
problems that are usual for deep architectures. Tests show 
that extra levels improve the efficiency of the model which is 
especially true for very big datasets.

3 Encodings
In this research we investigate 4 types of encodings. We 
name the basic one ”Sparse”. It is oneof-m vector encoding. 
Its alphabet consists of 70 characters and is similar to the 
character sets used in other research such as [23, 1, 22]. It 
has lowercase letters, digits, punctuation marks, new line 
character and an empty one. This dictionary does not make 
any separation between upper-case and lower-case letters. 
It is encoded into a set of 70 vectors each of size 69 (empty 
character has all zeroes).

In order to increase the efficiency of the network we 
suggest to add additional information about the type of the 
character. We name this encoding ”Sparse Group”. It is still 
based on the one-of-m vector approach. It has the same set of 
values as the technique above and 4 additional bits at the end 
which define the type of the character. Each item is either an 
upper-case or a lower-case letter, a digit or a special symbol. 
Four additional bits increase the size of the alphabet from 70 
to 96 items. This encoding provides more information about 
the characters and enhances the awareness of the model.

Both ”Sparse” encodings use a dictionary with most of 
their elements being zeros. These values do not bring much 
context. Meanwhile they add additional weights that con-
sume more memory and computational resources. To deal 
with this problem we propose ”ASCII” encoding. It is a 
non-sparse encoding based on the 8bit ASCII character set 
and includes 128 characters that are stored into 7-bit integers 
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Convolutional neural networks (CNNs) gained much atten-
tion during the last decade. They show high efficiency in 
solving various kinds of problems. Among them are text 
mining and natural language processing tasks. This paper 
investigates diverse types of input representations for text 
CNNs. It explores various encodings of character aware 
networks and proposes several alternatives to the common 
one-ofm approach. The paper further investigates their effi-
ciency by applying them to the sentiment analysis problem. It 
compares acquired metrics and evaluates the effectiveness of 
the proposed encodings.

1 Introduction
During the last decade, deep learning brought a lot of 
achievements into the area of machine learning (ML). It 
includes many powerful algorithms, among them are deep 
belief networks, recurrent neural networks and convolutional 
neural networks (CNNs). The latter are traditionally used for 
solving various kinds of image processing problems. Their 
architecture was inspired by the research made in the late 50s 
[5]. The structure of CNN reminds simple and complex cells 
in the primary visual cortex. First CNNs were described in 
the 80s when LeCun et al. [14] applied them to the recogni-
tion of handwritten zip codes. However, they became really 
famous during the last decade, after the series of successes in 
the ImageNet challenge [10, 20, 4].

Many researchers apply deep learning to text mining and 
natural language processing (NLP) problems. Different deep 
architectures such as recurrent neural networks or CNNs 
show high efficiency when dealing with text [13, 9, 23]. 
Based on the input type, text CNNs can be divided into two 
classes: word level and character level networks. The first 
ones consume text encoded by dictionaries of words whereas 
the second ones use symbols commonly found in alphabets 
which leads to processing on character level. The alphabet 
stores a unique vector for each letter, digit or punctuation 
mark. One-hot vector encoding is the most common ap-
proach. In this research we propose several alternatives. We 
enhance encodings by adding additional information about 
the types of characters such as digits, punctuation marks, 
upper or lower case letters. This can increase the awareness 
of the network and improve the accuracy. Additionally, we 
suggest using non-sparse encoding based on the ASCII 
character set. Even though they do not increase the accuracy 
of the models, ASCII based encodings decrease the network 
latency, memory consumption and computation time.

2 Related work
Many researches apply CNN to text mining tasks. Among 
them are sentiment analysis [8, 9, 2, 6, 22, 1, 21], topic cate-
gorization [6, 13, 23, 22, 1, 7], classification of question type 
[8, 9] or cybersecurity problems [18]. Generally, they follow 
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[15]. The last bit is reserved for special cases. The 95 char-
acters are printable and contain digits, lower and upper case 
Latin letters and punctuation symbols.

Except for ASCII, there are two other popular character 
sets: Windows-1252 and Unicode. They both are a superset 
of ASCII and encode more characters. Meanwhile, the first 
128 characters are the same. This paper uses a dataset that 
contains reviews written in English, therefore, ASCII is 
sufficient to encode most of the characters. Since Unicode 
and Windows-1252 are ASCII supersets they do not bring 
any valuable contributions to this project. Nevertheless, these 
encodings can still bring improvements when using them on 
multilingual datasets.

The last character set is named ”ASCII Group”. It is ”AS-
CII” encoding with 4 additional bits for group separation. 
Groups do not add any new symbols into the ”ASCII Group” 
alphabet. However, they still increase the awareness of the 
network about the character types.

4 Research objectives
This research compares the efficiency and performance of 
character level CNNs that are served by various input encod-
ings. The study proposes 4 different options as outlined in 
the table 1. Along with the name of each encoding it provides 
the number of characters in each character set (alphabet size), 
the length of the encoding vectors and the examples, which 
include the encoding of lower case letter, upper case letter, 
punctuation mark and digit.

In this research we empirically compare the proposed 
encodings using the predefined dataset. We train a separate 
network for each input type. All CNNs have similar archi-
tecture and differ only by the size of the first convolutional 
layer. This is caused by the length of the vectors provided by 
each alphabet. For example ”Sparse” encoding has vectors 
of size 69. So the first convolutional layer contains 128 filters 
with 69X5 elements. The length of ”ASCII” vectors is 8. 
Thus, the first layer has 128 filters of size 8X5. This differ-
ence makes the networks faster and decreases the memory 
consumption. However, the number of coefficients effects the 
final accuracy.

5 Dataset
To compare the encodings, we use a subset of the Amazon 
Reviews dataset. We train the networks to provide sentiment 
analysis. Originally, the dataset contains more than 142 
million reviews obtained during 18 years [17]. Most of the 
reviews are not very long and therefore do not require wide 
input layers. All the items contain some metadata such as 
reviewer id, name or date. Each review has a corresponding 
rate from 1 to 5 which can be used for classification. Data are 
stored in JSON format, are human readable and can be easily 
parsed during the computation.

Diverse studies [23, 22, 1] use this dataset to train text 
CNNs. They consider two classification tasks: rating and 
sentiment polarity prediction. The rate classification usually 
shows low results due to the task complexity and narrow de-
cision boundaries whereas polarity models tend to show high 
performance. This paper focuses on both problems.

We are using a 5-core subset from the Amazon review 
dataset. 5-core means that each of the users and items have 
at least 5 reviews. This helps to filter out the reviews that are 
potentially not relevant. The 5-core dataset is smaller than 
the original one, however, it is still very large and contains 
approximately 40 million reviews.

We further narrow down the data by filtering certain cate-
gories from the 5-core subset. They are: Beauty, Cell Phones 
and Accessories, Grocery and Gourmet Food, Pet Supplies, 
Toys and Games. The original data are highly imbalanced 
as the number of reviews of each rate is different. This can 
badly influence both rate and sentiment polarity prediction 
[16]. Therefore, during the preprocessing stage we select 
a balanced subsample using an undersampling technique. 
Later, we divide the dataset into training and testing subsets 
using the stratified sampling method. The training subset 
has 122,358 items and the test set includes 52,442 reviews. 
We also carried out some additional text preprocessing such 
as converting the summary to upper-case, combining it with 
the review text and separating them by the new line charac-
ter. Due to its structure, CNN expects an input of fixed size. 
Thus, the preprocessing script makes all reviews 1,024 char-
acters wide. It either prunes the long reviews or adds empty 
characters to the short ones.

Table 1: Types of encodings used in the research

Encoding Size of the 
Alphabet

Vector 
Length

Encoding Examples

Sparse 70 69 a: [1,0,0,0,0,...,0,0]
A: no upper case
,: [0,0,0,0,...,1,...,0] 
1: [0,0,0,0,...,1,...,0]

Sparse 
Group

96 73 a: [1,0,...,0,0,1,0,0,0] 
A: [1, 0 ..., 0, 0, 1, 1, 0, 0] 
,: [0,...,1,...,0,0,0,1,0] 
1: [0,...,1,...,0,0,0,0,1]

ASCII 101 8 a: [0,1,1,0,0,0,0,1] 
A: [0, 1, 0, 0, 0, 0, 0, 1] 
,: [0,0,1,0,1,1,0,0] 
1: [0,0,1,1,0,0,0,1]

ASCII 
Group

101 12 a: [0,1,1,0,0,0,0,1,1,0,0,0] 
A: [0, 1, 1, 0, 0, 0, 0, 1, 1, 1, 0, 0] 
,: [0,0,1,0,1,1,0,0,0,0,0,1] 
1: [0,0,1,1,0,0,0,1,0,0,1,0]

6 Architecture of Character CNN
Different research projects use character CNNs of diverse 
size. For example, Zhang and LeCun [22] propose a network 
with 6 convolutional and 3 fully connected layers. A year 
later, Conneau et al. [1] build a deep CNN which contained 
29 convolutional layers. When trained properly, deeper net-
works achieve higher results but in parallel, consume a lot of 
resources.

In this research we build a separate CNN for each input 
encoding. The structure of the networks differs only by 
the size of the first layer aiming to allow a fair comparison 
between them.

The proposed CNN has 3 convolutional blocks and 3 fully 
connected ones (see Figure 1) which is sufficient to recognize 
complicated text patterns, while not consuming too many 

resources. Each convolutional block has a convolutional 
layer followed by ReLU and Max Pooling. The last layer of 
the network returns the predicted rate, which is a float value. 
Later, this value is used to solve both rate and polarity classi-
fication tasks, by building the ROC curves and determining 
the thresholds.
1. �Rate classification: the values are mapped to rates from 1 

to 5 using the calculated thresholds.
2. �Polarity of the sentiment: the values are mapped to the 

negative and positive categories using the thresholds. 
Their calculation is based on assumption that rates 1, 2 are 
negative and 4, 5 are positive. For this task we ignore the 
reviews with rate 3.

Neural networks often suffer from overfitting. This problem 
usually occurs for fully connected layers which tend to have 
major number of weights. Convolutional layers have less 
coefficients, thus, dropout is not very effective for them [3]. 
For this reason, the proposed CNN has a dropout unit before 
each fully connected block.

To train the network, we use Tensorflow framework as it 
provides main building blocks such as convolutions, rectified 
linear units, pooling operators or optimizers. Additionally, 
Tensorflow allows to run the network on GPU devices. We 
use SAP Leonardo Training Service to run our experiments. 
This service works in the cloud and automatically configures 
machines with 1 Tesla K80 GPU, 2 CPUs and 32 GB RAM 
for each training and evaluation job. It helps to speed up the 
whole process, by running several jobs in parallel, while 
keeping the environment consistent.

7 Evaluating results

7.1 Training
During the training we track the change of the root mean 
square error (see Figure 2). The models need different num-
ber of epochs to converge.

Table 2: Training metrics

Input encoding Training time Epochs

Sparse encoding 2 days, 5:03:22 150

Sparse Group 2 days, 16:36:42 175

ASCII encoding 23:27:09 288

ASCII Group 1 day, 6:51:54 345

”Sparse” and ”Sparse Group” encodings require from 150 
to 175 epochs. The fluctuation during the training is gener-
ally not very high. Although ”Sparse” encodings have some 
sharp peaks, they quickly decrease back. The training of 
these two models needs less fine tuning of hyperparameters 
and fewer epochs. However, it runs slower and takes more 
time to converge.

The RMSEs of ”ASCII” and ”ASCII Group” are less 
stable at the beginning. However, the average error still de-
creases. They require more training epochs and each epoch 
takes less time compared to the networks with a sparse input 
layer. Therefore, the training of ”ASCII” and ”ASCII Group” 

is approximately two times faster. Meanwhile, the training 
of the ”Sparse” models goes smoother. Their input layers are 
not very sensitive and cause less fluctuations.

7.2 Validation
The validation of the trained models includes two steps: pre-
diction of rate values and classification. The first step is done 
in the same cloud environment. It calculates the predicted 
value for each sample from the test dataset and computes 
the RMSE. The classification step includes building ROC 
curves and finding the threshold points for both rate and 
sentiment polarity cases. Table 3 provides the prediction and 
classification results. ”Sparse” encodings show lower RMSE 
and higher accuracy in both multi-class and polarity cases. 
Meanwhile, ”ASCII” CNNs consume less resources and are 
generally up to 5 times faster.

7.3 Statistical significance
Group encodings show slightly lower RMSE and higher 
accuracy. However, the differences between values are very 
low. A paired samples T-Test helps to verify the statistical 
significance of the values. We randomly pick samples of size 
5,000 from the testing dataset. Then, we calculate the mean 
squared errors (MSE) of each sample. We run T-Test for pairs 
”Sparse” ”Sparse Group” and ”ASCII” ”ASCII Group”. The 
following list displays its results.

Figure 1: The structure of the character CNN used in the 
research
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• T-Test results for ”Sparse” and ”Sparse Group” models
     �– t = 70.2202 

– p = 2.02824e-24 
– mean MSE (Sparse) = 0.74616 
– mean MSE (Sparse Group) = 0.73119

• T-Test results for ”ASCII” and ”ASCII Group” models
     �– t = 84.35381 

– p = 6.28845e-26 
– mean MSE (ASCII) = 0.88632 
– mean MSE (ASCII Group) = 0.83072

P-values of both pairs are very low indicating that the differ-
ences between the means of the distributions are statistically 
significant. The mean values of MSE distributions of the 
group models are lower than of the non-group ones. Since 
square root is a monotonic function, this logic can be extend-
ed to the RMSE case. The T-Test proves that group models 
perform better.

Table 3: Validation results

Input 
encoding

Validation 
Time

RMSE Accuracy 
(Rate)

Accuracy 
(Polarity)

Sparse 
encoding

4min 0.865 0.482 0.909

Sparse 
Group

4min 27sec 0.859 0.488 0.910

ASCII 
encoding

50 sec 0.945 0.446 0.880

ASCII 
Group

55 sec 0.916 0.460 0.893

8 Conclusion
This paper reports on analyses of input encodings of charac-
ter level CNNs. It considers four different options. They are 
”Sparse” one-of-m vector, ”Sparse Group”, ”ASCII” and ”ASCII 
Group” encodings. This study trains a separate prediction model 
for each input type before computing metrics and comparing 
these. The analysis of the proposed encodings shows that:

Figure 2: The reduction of the root mean square error during the training

1. �Both ”Sparse” models provide lower prediction and classi-
fication errors than ”ASCII”.

2. �Group models achieve better prediction and classification 
rates than non-group ones. 
Even though the values do not differ much, statistical tests 
show their significance.

3. ��”ASCII” encodings provide vast improvements in train-
ing and testing time. They need less computations, which 
makes them up to 5 times faster.

4. �”ASCII” models need more training epochs and more fine 
tuning. Meanwhile, a single epoch needs less computa-
tions and therefore, ”ASCII” CNNs require less time to 
converge.

Generally, ”Sparse” models show better results than ”ASCII” 
even though the difference is not huge. At the same time, 
”ASCII” encodings are more efficient in terms of time and 
computations. In some cases a vast improvement in speed 
can be more important than higher prediction rates. It can de-
crease the business costs both during the training and infer-
ence, by consuming less memory and making less CPU/GPU 
computations. The latency of the ”ASCII” based models is 
up to 5 times lower. This can be crucial, when running them 
in the real time applications or when having high workloads. 
Finally, ASCII character set is one of the most well known in 
computer science. Such encodings require less programming 
effort and can be easier adopted by the industry.
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This paper presents an end-to-end spatiotemporal processing 
pipeline that uses a novel application of dynamic deep gene-
rative neural networks for fusing ‘raw’ and / or feature-level 
multi-modal and multi-sensor data. This pipeline exploits the 
learned joint features to perform detection, tracking, and clas-
sification of multiple elements of interest (EOI) event signatu-
res. Our deep generative learning framework is composed of 
Conditional Multimodal Deep Directional-unit Networks that 
extend deep generative network models to enable a general 
equivariance learning framework with vector-valued visible 
and hidden units called directional units (DUs). These DUs 
explicitly represent sensing state (sensing / not sensing) for each 
modality and environmental context measurements. Direction 
within a DU indicates whether a feature (within the feature 
space) is present and the magnitude measures how strongly 
that feature is present. In this manner, DUs concisely repre-
sent a space of features. Furthermore, we introduce a dynamic 
temporal component to encoding the visible and hidden layers. 
This component facilitates spatiotemporal multimodal learning 
tasks including multimodal fusion, cross-modality learning, and 
shared representation learning, as well as detection, tracking, 
and classification of multiple known and unknown EOI classes 
in an unsupervised and/or semi-supervised way. This approach 
overcomes the inadequacy of pre-defined features as a means 
for creating efficient, discriminating, low-dimensional repre-
sentations from high-dimensional multi-modality sensor data 
collected under difficult, dynamic sensing conditions. This 
paper presents results that demonstrate our approach enables 
accurate, real-time target detection, tracking, and recognition of 
known and unknown moving or stationary objects or events and 
their activities evolving over space and time. 

1. Introduction 
Many challenges confront continuous detection and characteri-
zation of known and unknown moving or stationary targets or 
events involving their activities evolving over space and time 
from multimodal data collected by a single moving sensor or 

a team of small unmanned air systems (SUAS). In additions 
to normal properties of real data, these include limited sensor 
resolution (often exacerbated as a function of platform standoff 
distance), clutter in dense target environments, unfavourable en-
vironmental conditions, attempts to deceive, mask, or otherwise 
confuse target or activity existence (e.g., via decoys and / or 
confusers). Fusing data from multiple sensing modalities helps 
address such challenges. Often, approaches make detection / 
characterization decisions for each modality, then try to fuse 
those decisions. Our prior work has shown that upstream fusion 
of ‘raw’ sensor data outperforms downstream (post-decision) 
fusion [1,2,3] and that fusion is superior to processing of any 
single modality in isolation. However, fusion alone is insuffi-
cient, especially when considering (or requiring) distributed 
processing.  

Compression is important here, but the benefits of upstream 
fusion suggest that compression should also be upstream (rather 
than the result of single modality / single platform decisions). 
Taking full advantage of the structural information embedded 
within single- and multi-modality data is critical for inferring 
compact representations with invariant properties to facilitate 
concise information sharing as well as improving single plat-
form performance.  Multiple factors demand that adaptivity be 
a central feature of a viable approach. These include the interest 
in unknown or unanticipated targets, the desire to fuse rapidly 
between different combinations of sensor modalities, the need 
to transfer information between platforms that host different 
sensors, and the inadequacy of pre-defined features as a means 
for creating efficient, discriminating, low-dimensional repre-
sentations from high-dimensional multi-modality sensor data 
collected under difficult, dynamic sensing conditions. 

Traditional approaches centered on a cascade of signal pro-
cessing tasks to detect elements of interest (EOIs) within loca-
tions/regions of interest (ROIs), followed by temporal tracking 
and supervised classification of these EOIs over a sequence 
of observations, is not able to optimally exploit inter-modal 
characteristics (e.g., spatio-temporal features that co-vary across 

modalities) of EOI signatures. This paper presents an end-to-end 
spatiotemporal processing pipeline that uses a novel application 
of dynamic deep generative neural networks for fusing ‘raw’ 
and / or feature-level multi-modal and multi-sensor data. This 
pipeline exploits the learned compact feature representations 
fused over multiple sensing modalities, Figure 1, to perform de-
tection, tracking, and classification of multiple EOI event signa-
tures. Our deep generative learning framework is composed of 
Conditional Multimodal Deep Directional-unit Networks (D3N) 
that extend deep generative network models [9,10,11] to enable 
a general equivariance learning framework with vector-valued 
visible and hidden units called directional units (DUs). These 
DUs explicitly represent sensing state (sensing / not sensing) for 
each modality and environmental context measurements. Direc-
tion within a DU indicates whether a feature (within the feature 
space) is present and the magnitude measures how strongly 
that feature is present. In this manner, DUs concisely repre-
sent a space of features. Furthermore, we introduce a dynamic 
temporal component to encoding the visible and hidden layers. 
This component facilitates spatiotemporal multimodal learning 
tasks including multimodal fusion, crossmodality learning, and 
shared representation learning, as well as detection, tracking, 
and classification of multiple known and unknown EOI classes 
in an unsupervised and/or semi-supervised way. This approach 
overcomes the inadequacy of pre-defined features as a means 
for creating efficient, discriminating, lowdimensional represen-
tations from high-dimensional multi-modality sensor data col-
lected under difficult, dynamic sensing conditions. This paper 
presents results that demonstrate our approach enables accurate, 
real-time target detection, tracking, and recognition of known 
and unknown moving or stationary targets or events and their 
activities evolving over space and time. 

2. Technical Approach 
Online unsupervised learning deals with the problem of finding 
structure in unlabeled streaming data. This approach to learning 
is flexible when it comes to learning general purpose represen-
tations that can enable a wide variety of tasks and adapt quickly 
to new problems without depending on human supervision. 
Therefore, there are strong arguments for learning structure in 
data in an unsupervised way. 

The world around us can be perceived and represented in 
many different ways. For example, the task of localizing, tra-
cking, and identifying multiple moving vehicles with multiple 
distinct emitting communication devices within an area of 
interest can be accomplished by using simultaneous inputs from 
a full motion video of a scene containing these vehicles and ob-
served by an airborne platform, scanned radio frequency (RF) 
spectrum within the area of interest obtained by multiple passi-
ve electromagnetic sensors, observations from acoustic and / or 
seismic devices, or by observations obtained from a set of active 
electromagnetic sensors (i.e., Radio Detection and Ranging 
(RADAR)). These modalities capture complementary as well 
as shared properties of objects. Together, these multimodal data 
offers a more complete and rich description of the object compa-
red to any single modality. Real-world systems that rely on sen-
sing their environments are often built with multiple and diverse 
sensors for redundancy, as well as to provide complementary 
information. Given the ubiquity and practicality of multimodal 

data, it is imperative to design unsupervised learning models 
that can work with and exploit the structure in multimodal data 
(e.g., how do we exploit the fact that one modality might be 
somewhat invariant to large changes in another modality). 

This provides a rich learning signal for learning represen-
tations in terms of latent variables (e.g., type of target classes). 
In the context of machine learning approaches such as Deep 
Generative Models [4,5,9], these latent variables (or hidden unit 
activations) have traditionally been binary or real-valued. While 
there has been a lot of work done in building different machine 
learning architectures and optimizing different loss functions, 
neural activations have typically been thought of as scalar-
valued quantities. 

In this paper we explore the use of vector-valued distributed 
hidden units (directional units) within the architecture of dy-
namic deep generative models [9,12], which we call an autoen-
coder based Dynamic Deep Directional-unit Networks (D3N). 
The autoencoder-based Dynamic Deep Directional-unit 
Network (D3N, Figure 2) learns abstract feature representations 
over multiple hidden layers from multimodal spatiotemporal in-
put data and distributed hidden states efficiently model complex 
time series enabling this architecture to become an end-to-end 
spatiotemporal processing pipeline for detection, tracking and 
classification of multiple moving and stationary objects. Here 
we apply this end-to-end spatiotemporal processing pipeline for 
detection, tracking and classification to discriminate multiple 
moving targets with multiple emitting communication devices 
from moving targets without emitting communication devices 
using two sensing modalities (a raw full motion video data 
and observed communication signal data – raw I/Q data) as a 
demonstration example.  

3. Deep Generative Adaptive Multimodal Fusion 
In principle, any general-purpose unsupervised learning 
technique can simply operate on the concatenation of multiple 
modalities without bothering to deal with each input channel 
separately. However, each modality is often characterized by 
very distinct statistical properties. Having very different stati-
stical properties makes it much harder to discover relationships 
across modalities than relationships among features in the same 
modality. There is a lot of structure in the data but it is difficult 
to discover the highly non-linear relationships that exist between 
low-level features across different modalities. The ability of 
deep neural networks to learn successively higher level abstract 

Unsupervised, Non-centralized, 
Upstream Fusion of Multiple 
Modalities Using Deep 
Directional-Unit Networks 
Denis Garagić, Bradley J. Rhodes

Figure 1: We learn compact upstream feature representation 
over multiple sensing modalities to discriminate target clas-
ses & activities. 
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distributed representations makes them a powerful tool in this 
regard [9]. 

We employ an autoencoder-based Dynamic Deep Directi-
onal-unit Network (D3N, Figure 2) to learn compact, abstract 
feature representations from high-dimensional multi-modal 
spatiotemporal data composed of simultaneous full motion 
video data and complex-valued passive RF signals data. This 
will be a generalization of the Directional-unit Boltzman Ma-
chine (DuBM) model proposed by Zemel et al. (1992) [10,11].
The visible layer of this network ingests feature values integra-
ted over multiple scales of discrete space/time windows from 
multiple-sensor platform modalities (e.g., RF, EO, IR, radar). In 
our future research, we plan to extend this approach to distri-
buted multi-platform environments for learning representations 
in terms of latent variables (e.g., type of target classes), as well 
as add additional modalities to the existing mix, including 
acoustic, seismic and RADAR data. 

In a typical neural net, each neuron can be thought of as a 
detector for a particular feature, and its activation is a measure 
of how strongly that feature is detected. On the other hand, 
in the case of directional units, each unit is associated with a 
space of features. Its activation  is a product of a unit 
norm direction  and a non-negative scalar magnitude . The 
direction indicates whether a feature (within the feature space) 
is present and the magnitude measures how strongly that feature 
is present. In other words, each directional unit has a coordinate 
frame associated with it. This coordinate frame is laid out on the 
surface of a unit sphere in RN. In this manner, directional units 
can concisely represent a space of features. Each point in this 
coordinate frame corresponds to a “pose“ that features in this 
space can take; this provides a general equivariance learning 
framework over distributed platforms. For example, we can 
think of a directional unit that detects edges in a region of the 
visual field and encodes the precise position of the edge within 
this region  through its direction (Figure 3 provides examples of 
such units). If the edge moves slightly, the pose rotates accor-
dingly. Therefore, small changes in the position or orientation 

of the edge lead to an equivariant change in the pose of the 
feature. However, the direction of the feature is invariant to the 
precise location of the feature and only indicates its presence. 
In this manner, directional units can concisely represent a space 
of features. They can change their pose smoothly in response to 
change in the pose of their input. A network of directional units 
can be “locked“ in terms of relative poses. Any global change in 
the input‘s pose can be simply transferred equivariantly throug-
hout the network. The potential to provide a general equivarian-
ce learning framework is a strong motivation for this work.  

We also introduce a dynamic temporal component to enco-
ding [12] the visible layer designed for spatiotemporal behaviors 
and a multi-scale extension to characterize activity and sensor 
modalities with different temporal dynamics. The ith platform’s 
local processing D3N (Figure 2) defines a joint probability 
distribution, , over an N-dimensional vector 
of current multimodal measurements (visible units), vt, and a 
collection of N-dimensional vector of latent variables, ht, con-
ditional on past K observations. The trained ith platform D3N, 

, represents the transition density – the 
nonlinear prior accounting for the complex target dynamics and 
feature representations capturing correlations across different 
sensing modalities. Such powerful priors facilitate efficient 
inference (filtering and prediction) over target behaviors in the 
presence of noisy observations, missing observations, and inhe-
rent ambiguities.  

By defining a joint probability distribution over multimodal 
spatiotemporal data and binary latent features given a past his-
tory of object observations, they fit naturally into the Bayesian 
inference(filtering and prediction) framework, thus enabling 
us to perform joint detection, tracking and classification using 
sequential Monte Carlo inference (aka Particle filter inference).  
In addition, our deep generative learning framework captures 
temporal dependencies, which makes it capable of automatically 
learning multimodal joint feature representations and modelling 
the temporal dependencies between their activation. 
 Since we only need the prior to draw samples from the pre-

dictive distribution, the unnormalized and online nature of the 
D3N makes it good fit for, e.g., probabilistic online multi-target 
detection, tracking (filtering), and classification. In addition, the 
D3N is capable of reconstructing missing modalities (e.g., EO 
signatures) given the observed ones (e.g., SAR signatures) as 
shown in Figure 4.  

The generative D3N model decodes the abstract features 
and fills in gaps in single modalities by projecting primitives to 
real world features (e.g., location, time, velocity, cardinality) for 
input to multi-target detection, tracking and classification. Since 
D3Ns belong to a family of Deep Generative Neural Networks 

[9] that contain many layers of hidden variables, we can esti-
mate their partition function (the probability of data under the 
model is known only up to a normalizing constant, known as 
the partition function), which is helpful for determining optimal 
model performance and for controlling model complexity. One 
benefit of this approach is transfer of useful features from pre-
viously learned objects to novel ones; another is lower computa-
tional complexity relative to ‘shallow’ methods. D3N benefits 
from a novel particle filtering inference algorithm for posterior 
estimation that yields fast scalable model learning. This also 
mitigates the significant training demands of traditional deep 
learning approaches. It is a parallelizable ‘online’ algorithm that 
processes each detection only once, in sequence. 

4. Decentralized Supervised Discrimination 
Decentralized Supervised Discrimination uses compact abstract 
features from the Dynamic Deep Directional-unit Network (D3N, 
Figure 5) as primitives to efficiently learn and match complex, 
multi-part, dynamic signatures for targets, behaviors, and clutter 
phenomena. Decentralized Discrimination operates in supervised 
and unsupervised modes to learn models for both known (labeled) 
and unknown (new) targets, behaviors, and phenomena. Decent-
ralized Discrimination applies Bayesian Program Learning (BPL) 
[6] to capture human-like learning abilities, which are relevant for 
challenging AFRL data conditions. We adapt the BPL framework 
from learning of handwritten characters from as few as one exem-

plar, to learning and matching of targets, composite track behaviors 
and signature associations for multimodal multi-sensor phenomena 
as transferable “concepts” called signature programs. Signature 
programs are built in a probabilistic framework with probabilistic 
generative models expressed as structured procedures to combine 
primitives and composites of primitives in an abstract description 
language [7]. Thus, BPL enables learning distributions of feature 
primitives over training conditions to understand how signatures 
vary as a function of the sources of variance (e.g., SUAS pose, 
sensing modality activation, and environmental conditions), and 
enables learning programs for a new signature by generalizing al-
ready learned probabilistic distributions at each level. Additionally, 
we make the extension to a Hierarchical BPL (HBPL) framework 
that learns shared structure within groups of signatures, e.g., for 
targets of the same class. This breaks classification into subsets, 
rather than trying to distinguish 1,000s of targets from one ano-
ther without understanding shared structure. Figure 5 illustrates 
an HBPL example with 2 dimensional directional unit vectors of 
inferred multimodal abstract feature primitives (phase and mag-
nitude shown as an arrow) from each D3N time step 

(denoted by a distinct color) are used as sub-parts to cons-
tructively build more complete parts. These parts can be com-
bined with other parts or themselves with a relation (e.g., repeat, 
attached at start, or co-centered) to form a signature 
template. This signature template is the complex signature for 
this behavior / phenomena, which is then sampled to understand 
and model sources of variation (exemplars) and generate proba-
bilistic matches to observations. 

5. Decentralized Supervised Discrimination 
This section describes initial processing of multi-modal data 
using the multimodal D3N-HBPL based feature projection, mul-
ti-modal association and tracking, and classification components 
with the goal to localize and track multiple moving communi-
cation devices (i.e., emitters). This description covers the full 
motion video (FMV) and Passive RF (PRF) data modalities 
that the multimodal DBM ingests (Motion and Image Features 

Figure 2: Our Dynamic Deep Directional-unit Network (D4N) 
derives a compact vector-valued encoding-vector (“hidden” 
layer h) of the multimodal input signals (“visible” layer v). It 
maintains accuracy during learning by decoding layer h & re-
constructing v at the top (“generative” layer g). In practice, our 
D3Ns have a sequence of layers at increasing compression 
ratios leading to layer h. The D3Ns also captures signal state 
transitions at time t by propagating causal input [10] (dotted 
red arrows) to its evolution at time t+1.

Figure 3: A hidden unit’s pose corresponds to the orientation 
of features in the visible layer. A simple DU-RBM with 2 visible 
nodes and 1 hidden node; all nodes are 2-D directional units. 
Rotating the pose of the hidden unit (first row) drives corres-
ponding rotations of the visible unit conditional distributions 
(second and third rows). Figure 4: Sensory reconstruction of missing / absent modality 

driven by input from available modality in testing / transfer 
setting. This is akin to a mind’s eye experience from perspec-
tive of a selected sensor. 

Figure 5: Multi-Modal multiple emitter tracking & localization 
ingests raw video sensor feeds from 1 sensor (K frames, H 
x W pixels per frame) and raw passive RF (PRF) data from 3 
sensors (X samples per sensor between consecutive video 
frames). 
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and PRF Features respectively) in order to localize and track all 
emitters of interest and provides intial observations for discrimi-
native tasks such as classifying types of distinct emitters in the 
scene of interest. We operate at the feature level fusion process 
depicted in Figure 1. Our ongoing research is developing several 
configurations based on the multimodal D3N that operates at the 
data level fusion, e.g., utilize upstream fusion of heterogeneous 
sensing data (Figure 1). 

Figure 6 shows the learned joint probability measure of mul-
timodal data by our multimodal D3N approach on a use-case 
scenario involving three moving vehicles carrying three distinct 
emitters. Clearly three distinct classes of vehicles are present 
in the scene. Tracks are accurately assigned to distinct clusters 
over time (Figure 7). Supervised training is needed in order to 
identify type of the emitter. 
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Figure 6: The multimodal D3N efficiently factorizes different 
variations present in multi-modal data, discriminating bet-
ween moving vehicles with multiple emitters. Composition of 
non-linear processing stages transforms multimodal data into 
higher-level – more abstract – representations at each layer. 

Figure 7: Our approach correctly associates the emitter to the 
moving vehicle carrying it based on the projections shown in 
Figure 6. Projection (Figure 6) and track (Figure 7) colors map 
between figures (e.g., yellow to yellow). 
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Fast Online Learning 
in the Presence 
of Latent Variables
Durdane Kocacoban, James Cussens

In this paper, we present an improved algorithm based on our 
previous work for online learning of causal structure in the pres-
ence of latent variables. We present a fast online causal structure 
learning algorithm which can track changes in a causal struc-
ture and process data in a dynamic real-time manner, requiring 
substantially fewer conditional independence tests than in work 
previously considered. The online causal structure learning 
algorithm we present here can revise correlation values without 
reprocessing the entire dataset and use an existing model to 
avoid relearning the causal links which still fit data in the prior 
model. The proposed algorithm is demonstrated on synthetic 
and real-world datasets with continuous features and compared 
with our previously considered online algorithms. Although the 
output of the proposed algorithm is slightly less informative in 
some cases, the algorithm outperformed our previous work in 
the way of sample and computational complexity.

1 Introduction
We study the problem of online causal structure learning from 
data with hidden variables. In the literature, there are many 
kinds of causal structure learning algorithms which have been 
developed successfully and applied to many different areas [18, 
20, 2, 11]. Although all are successful learning algorithms, they 
share an important feature by assuming that the causal structure 
does not change during the data collection process. In real-world 
scenarios, a causal structure often changes [14]. To quickly 
identify these changes and then learn a new structure are both 
crucial. Therefore, it is not possible to determine these changes 
with existing batch-learning approaches; instead, the structure 
must be learned in an online manner.

We represent an online causal structure algorithm Really 
Fast Online Fast Causal Inference (RFOFCI) which is a mod-
ified version of Fast Online Fast Causal Inference (FOFCI) 
which is represented in our previous paper [12]. In a nutshell, 
FOFCI algorithm is an online causal structure learning which 
minimises the learning cost of the current model by using 
the causal relationships between the variables of the previous 
model. We believe that this algorithm made a useful contribu-
tion to the online learning area.

FOFCI have to perform a series of conditional independ-
ence tests which play an essential role in their complexity. The 
conditional independence tests performed by the algorithms 
increase exponentially with the number of variables in the 
data set so that these algorithms may become computationally 
infeasible for large graphs.

In the real world, we have always had a vast amount of data 
such as genetic datasets contain thousands of genes or neu-
roscience datasets contain tens of thousands of voxels. That 
means millions of conditional independence tests. This fact 
indicates that we need to improve these algorithms in a way 
that will become faster and more flexible. Thus, we decided to 
take these algorithms one step further in terms of the speed of 
analysis.

In this purpose, we propose an algorithm to an alterna-
tive to FOFCI for one who wants to analyse large data sets in 
the best possible time. The algorithm we offer here is Really 
Fast Online Fast Causal Inference (RFOFCI). RFOFCI is a 
modified version of FOFCI to minimise independence tests 
by avoiding the conditional independence tests given subsets 
of Possible-D-SEP sets [21]. As you can see in experimen-
tal results part, it may become very large for sparse graphs. 
Therefore, RFOFCI uses dramatically fewer conditional inde-
pendence tests than FOFCI. That makes RFOFCI faster than 
FOFCI for sparse graphs. Conversely, the output of RFOFCI 
can be less informative in some cases, most notably concern-
ing conditional independence information.

We have organised this paper as follows. We begin with the 
some real world applications and basic terminologies. Next, 
we provide a detailed description of the online causal struc-
ture learning algorithm. Next, experimental results are given 
as evidence of successful learning of causal structure in the 
presence of confounding factors in a dynamic environment. In 
this study, we assume the data has a multivariate Gaussian dis-
tribution. Next, we compared RFOFCI and two causal struc-
ture learning algorithms OFCI and FOFCI [12] by concerning 
average running time, learning performance and the number 
of independence tests performed by the algorithms when the 
causal model is just locally changed.
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2 Some Real-World Applications
Most real-world problems mean coping with uncertainty and 
often include several factors or variables to consider when 
solving them. Probabilistic graphical models provide an ideal 
framework to solve complex problems with uncertainty such as 
Bayesian networks have been defined as an appropriate tool for 
analysing evidence in complex criminal and legal cases [4, 23]. 
Additionally, graphical models have been applied for analysing 
gene interactions to detect conditional dependencies [5, 7].

Graphical models have also been applied in much more areas 
such as Mobile robot localisation, navigation, and planning, 
Diagnosis for complex industrial equipment such as turbines 
and power plants. User modelling for adaptive interfaces and 
intelligent tutors, Speech recognition and natural language pro-
cessing, image processing, Pollution modelling and prediction, 
Information retrieval, Energy markets.

Some methods aim to estimate the time-varying causal mod-
el. The DOCL algorithm proposed by Kummerfeld and Danks 
is applied to tracking causal structure [16]. They demonstrated 
the excellent performance of their algorithm. It is important to 
note that their algorithm provided inspiration and raw material 
for our work.

In contrast to our work, the work of Kummerfeld and Danks 
[16] do not allow for the possibility of hidden and selection vari-
ables and relearns a structure only at the points where the struc-
ture has changed, and the learned models are not used again. 
However, the key problem with learning cause and effect from 
observational (as opposed to interventional) data is the presence 
of hidden confounders. Different types of probabilistic graphical 
models are more suitable for different applications.

The critical point for the current structure learning ap-
proaches is that they assume the data comes from a single 
generating structure. Therefore these methods cannot be used 
directly for learning when a structure changes during the data 
collection process. Current approaches are not able to keep up 
with systems in a developing and changing world. Therefore, 
we need new tools to handle this, which are capable of tracking 
changes in a structure as online and giving results in a reasona-
ble amount of time.

These methods are not able to cope with realworld data as 
they suffer from a large number of statistical tests and ignore the 
existence of confounding factors. We present a new approach 
which is capable of detecting changes even when multiple times 
and learning structure in the light of sequentially incoming data 
in the presence of confounding factors.

3 Basic Terminologies
A graph G is a pair (V, E) where V is a set of variables, here 
corresponding to random variables, and E is a set of edges. A 
directed acyclic graph (DAG) is a graph which has only directed 
edges and contains no directed cycles [6]. A causal directed 
acyclic graph is a graph whose edges can be interpreted as caus-
al relations. A causal DAG is causally sufficient, if and only if 
every cause of two variables in the set is also in the set [13].

Three random vertices α, β and γ are called an unshielded 
triple if α and β are adjacent, β and γ are adjacent, but α and γ 
are not adjacent. If two random vertices α, β are independent 
given a set S, then S is called a separation set of α and β. A 
maximal ancestral graph (MAG) is an ancestral graph where 

each missing edge corresponds to a conditional independence 
relationship [3]. If the observed variables of two DAGs en-
code all the same conditional independence relations, they are 
called Markov equivalent [22]. A partial ancestral graph (PAG) 
represents a Markov equivalence class of MAG [17]. The PAGs 
we will study can have (a subset of) the following edges: → 
(directed), ↔ (bi-directed), − (undirected), ◦−◦ (nondirected), ◦− 
(partially undirected) and ◦→ (partially directed).

In 1999, Spirtes et al. [19] proposed the Fast Causal Inference 
(FCI) algorithm. Therefore, we will not describe how the FCI 
works and deals with hidden variables [20]. In a nutshell, FCI is 
modified and extended version of PC algorithm, allowing arbi-
trarily hidden and selection variables [3]. It accepts the existence 
of hidden and selection variables and has been designed to 
show conditional independence and causal information between 
random variables [3]. The role of a hidden variable in BNs can 
be seen as a mechanism for gathering information about the 
interaction between other variables in the network [13].

4 Problem Definition
Given a set of continuous variables V, we assume that we have 
a true underlying causal model over V at each moment in time. 
We specify a causal model by a pair hG, Fi, where G denotes 
a DAG over V, and F is a set of linear equations. These kinds 
of causal models are also known as recursive causal Structural 
Equation Models (SEMs) [24]. We assume that the data are in-
dependently generated from the true underlying causal model at 
each moment in time, though we do not assume that this causal 
model is stationary through time. The Online causal structure 
learning algorithm proposed here takes a new datapoint as input 
at each time step and outputs a graphical model (PAG). The 
algorithms are separated into three functionally different parts.

The Online Covariance Matrix Estimator (OCME) [16] takes 
each datapoint sequentially as input and performs the online 
updating of the sufficient statistics (covariances, sample size 
and means) for causal learning from data [15, 16]. In particu-
lar, OCME maintains an estimated covariance matrix over the 
variables and updates the estimated covariance matrix in return 
for incoming datapoints. As OCME does not store any of the 
incoming new datapoints, its memory needs only the estimated 
covariance matrix, in contrast with batch mode algorithms. 
Batch mode algorithms require all data-samples and the estimat-
ed covariance matrix memory [15, 16]. Thus, online algorithms 
have a substantial memory advantage compared to them. As 
we do not assume a stationary causal model, the datapoints 
should be weighted differently in a way to weight more recent 
datapoints more heavily after a change occurs. As different 
datapoints can get different weights, we use the effective sample 
size [16] rather than the true sample size which is adjusted to 
the previous effective sample size based on the new datapoints 
relative weight [16]. If the datapoint weights are constant, then 
the effective sample size is equal to the true sample size.

The Causal Model Change Detector (CMCD) [16] tracks the 
fitness in between the current estimated covariance matrix and 
the input data to detect the changes in the underlying causal 
model, which require changes in OCME datapoint weights 
[15, 16]. Specifically, the fit between each incoming datapoint 
and the current estimated covariance matrix is given by the 
Mahalanobis distance. A large Mahalanobis distance for any 

particular datapoint can merely indicate an outlier; consistently 
large Mahalanobis distances over multiple datapoints state that 
the current estimated covariance matrix fits poorly to the un-
derlying causal model. Therefore, the new datapoints should be 
weighted more heavily [15, 16]. The approach is to first calculate 
the individual p-values for each datapoint. The Mahalanobis 
distance of a V-dimensional datapoint from a covariance matrix 
estimated from a sample of size is distributed as Hotellings 
T2 [8]. So then, a weighted pooling method to aggregate those 
p-values into a pooled p-value by using Liptaks method [1] is 
used. Finally, the weight of the next point, given the pooled 
p-value, is determined.

The Causal Model Learner (CML) [16] learns the causal 
model from the estimated sufficient statistics (covariance matrix 
and sample size) provided in OCME. Kummerfeld and Dankss 
[16] algorithm uses the PC algorithm [20] as a standard con-
straint-based causal structure learning algorithm. However, the 
key problem with learning cause and effect from observational 
(as opposed to interventional) data is the presence of hidden 
confounders.

In this way, we proposed OFCI and FOFCI in our earlier 
work [12]. OFCI uses the classic FCI algorithm instead of the PC 
algorithm in CML part in contrast with the method of Kummer-
feld and Dankss work [16]. Therefore, it can be said that OFCI 
is a slightly modified version of the PC. The main modification 
is made in FOFCI by adding OFCI a real online feature. FOFCI 
uses the separations sets as a tool to check edge addition or 
deletion in the current learned model. In FOFCI, the separation 
sets of the current model are saved, and modified FCI uses these 
separation sets as input with covariance matrix and sample size 
while learning new causal models.

In this modified version unlike the classic FCI, the structure 
learning part starts with checking of causal links in the separa-
tion sets before learning skeleton. If all or some causal links of 
the prior model still fit incoming data, we do not need to apply 
the independence tests which are required to find these causal 
links. Then, the structure learning algorithm finds the initial 
skeleton by starting with the graph obtained after this analysis 
and updates the separation sets at the same time. After learning 
the causal model, the separation sets which are updated accord-
ing to the new model are stored to use in the next change point.

By comparing to the PC algorithm, FCI also searches Possi-
ble-D-SEP in the last step of skeleton search, which is defined as 
follow.

Definition 1 Possible-D-SEP- Suppose G is a graph, which 
contains , >, ↔ edge styles and Vx is a vertex in G. Possi-
ble-D-SEP (V, G) function computes as follows: Vy vertex is in 
PossibleD-SEP(V, G), if and only if there is a path p between 
Vx and Vy in G such that for every subpath < a, b, c > of p, b is a 
collider on this subpath or it is a triangle in G [9].

The size of the Possible-D-SEP sets plays an essential role in 
the complexity of the FCI algorithm. As the number of variables 
in a dataset increases, the number of conditional independence 
tests performed by the algorithm exponentially grows.

Then, the computational complexity of FOFCI dramatically 
increases because of both computing all Possible-D-SEP sets 
and testing conditional independence given all subsets of these 
sets, which can become very large for sparse graphs. Although 
the FOFCI algorithm is good to learn the changing causal mod-

els, it suffers from exponential runtime. Therefore, FOFCI may 
not be feasible on data sets with large numbers of variables.

In this purpose, we introduce RFOFCI to fill this gap. 
RFOFCI is a fast causal structure learning algorithm to alterna-
tive FOFCI [12] for one who wants to deal with data sets that are 
too large or complex to be dealing within the best possible time. 
The RFOFCI algorithm differs from FOFCI for CML the part 
by ignoring the conditional independence tests given subsets of 
Possible-D-SEP sets.

In RFOFCI, CML part starts with checking of causal links 
in the separation sets before learning skeleton. If all or some 
causal links of the prior model still fit incoming data, we do 
not need to apply the independence tests which are required to 
find these causal links. Then, the structure learning algorithm 
finds the initial skeleton without searching Possible-D-SEP by 
starting with the graph obtained after this analysis and updates 
the separation sets at the same time.

Figure 1: Basic flowchart of RFOFCI algorithm

 
After learning the causal model, the separation sets which are 
updated according to the new model are stored to use in the 
next change point. Therefore, we can start analysing on a more 
straightforward graph rather than starting from a complete 
graph like in the classic FCI. This simple Figure 1 represents a 
process of RFOFCI.

RFOFCI is faster than FOFCI and OFCI. Sometimes, the 
output of RFOFCI is slightly less informative than FOFCI and 
OFCI, but the causal interpretation of its output is still sound. As 
can be seen in the experimental results section, this sometimes 
reduces the independence test by ninety per cent.

Optionally, a probabilistic relearning scheduler is added to 
the algorithm, which utilises the pooled p-values calculated 
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in the CMCD module to determine when to relearn the causal 
model. For the first two parts (OCME and CMCD), in this study, 
we just described these parts and their functions. OCME and 
CMCD are identical in DOCL, OFCI, FOFCI and RFOFCI and 
defined by Kummerfeld and Danks. Therefore, in-depth math-
ematical knowledge (equations, properties, theorem and proof) 
of these parts can be found in Kummerfeld and Dankss works 
[16, 15].

5 Experimental Results

5.1 Synthetic Dataset Application
Synthetic datasets are used to verify the accuracy of our online 
algorithm inference approach when given a known ground truth 
network. Results are evaluated under the condition where the 
true partial ancestral graph is changed during the data collection 
process. We have created each synthetic dataset by following the 
same procedure by using the pcalg package for R [10]. First, we 
generated four random DAGs, which each DAG has the same 
number of nodes and is different from each other. Each random 
DAG is generated with a given number of vertices p0, expected 
neighbourhood size E(N) and sample size 10000. Next, we con-
catenated the data from these four different graphs that have the 
same characteristics (vertices, E(N) and sample size) to obtain 
a dataset with 40000 samples. Therefore the dataset is created 
by aggregating 4 different graphs distributions. That means 
there are three change points in each data. We do this to see the 
performance of OFCI, FOFCI and RFOFCI in the case where 
the causal structure is changed multiple times. We restrict each 
graph to have two hidden variables that have no parents and at 
least two children. (Selection variables are not considered in this 
study.)

Our goal is to present an alternative algorithm that works in 
real-world scenarios, that not only tracks the change of causal 
structure but also can compete with existing online (OFCI, FOF-
CI [12]) and batch structure learning algorithms concerning cost 
even when the causal structure does not change. The algorithms 
would relearn the causal model for each time when the data pre-
sents evidence that the underlying causal structure has changed 
and output a PAG. However, examining each PAG output for a 
data set which has 40000 sample size will not be possible. Since 
we already know the main structural change points in the data 
set, we applied to help of a relearning scheduler to the algorithm 
to see the performance at these points.

First, we investigated the performances of OFCI, FOFCI 
and RFOFCI, considering the number of differences in the 
output by comparing to the Markov equivalence class of the true 
DAG. We made a large scale schedule review. The relearning 
scheduler is scheduled for the main change points, which are 
10000, 20000, 30000, 40000 for all algorithms. Instead, we also 
see from the Mahalanobis distance graph in Figure 4 that the 
algorithm detects these main change points even if we do not 
add this scheduler. So CMCD part determines change points of 
the data independently of the scheduler. If only a scheduler is 
added as an input (this is optional and allows to learn anytime 
we specified), the CML part of the algorithm will learn at the 
specified points of this scheduler by ignoring detected change 
point from CMCD.

We used two simulation settings: small-scale and large-

scale. The simulation setting is as follows. For each value of p0 ϵ 
{25, 30, 35, 40} and p0 ϵ {100, 125, 175, 200}, we generated 160 
random DAGs with E(N) =2 (that means each node has a two 
neighbours at most). We generated a data set that has n =40000 
sample size and the p-value for independence tests set to α = 
0.05.

In real-world datasets, some edges or adjacencies in the mod-
el may stay stable during data collection and learning process. 
Therefore, while generating random PAGs, we give attention to 
generate sample graphs which have local differences.

The results for the small and large scale graphs are repre-
sented in Figure 2. Figure 2 shows the average number of miss-
ing or extra edges over 5 replicates, and we see that this number 
was almost identical for all algorithms. As expected, OFCI and 
FOFCI perform the same and outperform RFOFCI to learn the 
true causal model in some cases. Zero means that there are no 
missing or extra edges, and the algorithm works correctly. High 
numbers represent the poor fit to the true causal model.
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Figure 2: OFCI, FOFCI and RFOFCI, average number of miss 
and/or extra edges

Figure 3 shows the average percentage difference of inde-
pendence test number in small and largescale settings. We first 
determined the number of necessary independence tests to learn 
the causal model for FCI, OFCI, FOFCI and RFOFCI. Then, we 
calculated the percentage difference of the independence test 
of these algorithms according to FCI. We see that RFOFCI re-
quires significantly fewer independence tests compared to OFCI 
and FOFCI to learn the causal model for all the same parameter 
settings. In Figure 3, high numbers represent the success of the 
algorithm in pruning search space. RFOFCI outperforms OFCI 
and FOFCI in a large margin.
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Figure 3: OFCI, FOFCI and RFOFCI average percentage reduc-
tion of independence test in contrast with FCI

Table 1: Average percentage reduction of Conditional Inde-
pendence Test number performed by Algorithms

Dataset OFCI FOFCI RFOFCI Better?

Dataset (25)
Dataset (30)
Dataset (35)
Dataset (40)
Dataset (100)
Dataset (125)
Dataset (175)
Dataset (200)

46.3
3.8
2.3
6.5
10.1
4.9

36.2
19.6

50.6
18.4
14.4
12.0
14.1
10.8
39.4
22.4

96.3
87.6
66.7
77.0
81.9
42.9
61.6
82.6

√
√
√
√
√
√
√
√

It can be seen in detail in Table 1. We continued with a compar-
ison of average percentage reduction of conditional independ-
ence test number performed by OFCI, FOFCI and RFOFCI (in 
seconds) under the same simulation settings. Table 2 shows the 
average running times in the small and large-scale setting.

Table 2: Average Running Time in seconds for 40000 sample 
size data

Dataset OFCI FOFCI RFOFCI Better?

Dataset (25)
Dataset (30)
Dataset (35)
Dataset (40)
Dataset (100)
Dataset (125)
Dataset (175)
Dataset (200)

16.3
19.5
26.0
33.4
113.8
171.1
338.5
501.4

14.8
18.9
21.8
28.0
101.6
154.8
307.9
377.7

13.8
15.4
20.9
22.1
98.6
148.0
298.3
373.3

√
√
√
√
√
√
√
√

We see that RFOFCI is faster for all parameter settings. 
RFOFCI learned the causal models faster than OFCI and 
FOFCI. As the scale expands, the difference between them 
also grows.
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Figure 4: Pooled p-values

We also represented pooled p-values Figs 4. The datasets are a 
mix of four different distributions that indicate a large number 
of synthetic variables.
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Figure 5: Mahalanobis distances

CMCD part of three algorithms measures significant Ma-
halanobis distance at changing datapoints as can be seen from 
the example in Figure 4. Therefore, it leads to higher weights 
and learns the new underlying causal structure.

The algorithm does not store any of datapoints coming se-
quentially. Its memory requirements are just for the estimated 
covariance matrix and sample size. Therefore, the algorithm 
has significant storage advantages for computational devices 
that cannot store all data.

5.2 Real-World Data Application
We have applied the CMCD part (it is same for three algo-
rithms) of the online algorithms to seasonally adjusted price 
index data available online from the U.S. Bureau of Labor 
Statistics to confirm the efficiency of the change detection part 
of the online learning algorithms.
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Figure 7: Mahalanobis distances

We have limited the data to commodities extending to at least 
1967 and resulting in a data set of 6 variants: Apparel, Food, 
Housing, Medical, Other, and Transportation. Data were col-
lected monthly from 1967 to 2018 and reached 619 data points. 
Due to significant trends in the indices over time, we used the 
month-to-month differences.

Figure 6 and Figure 7 show the drivers of these changes: the 
pooled p-value and Mahalanobis distance that has been col-
lected for each month. Notably, the proposed algorithm detects 
a shift in the volatility of the causal relationships among these 
price indexes around recession of 1969-1970, the black Monday 
in 1987, 1990s early recession, Asian financial crisis in 1997 and 
Global financial crisis in 2007-2008.

6 Discussion and Future Research
In this paper, we introduce an alternative fast algorithm to the 
online algorithms previously proposed [12] for one who wants 
to deal with data sets that are too large or complex to be dealing 
with in best possible time for learning causal models, which is 
called RFOFCI. We evaluated the performance of this algorithm 
by testing them on synthetic and real data. The results show the 
efficacy of the proposed algorithms compared to other online 
algorithms proposed in previous work [12].

The outputs of OFCI, FOFCI and RFOFCI are almost 
identical to each other for most cases. Also, FOFCI requires 
substantially fewer conditional independence tests than OFCI 
and FOFCI to learn the causal model for both small and large 
numbers of variables. Additionally, we showed that RFOFCI 
is faster than OFCI and FOFCI concerning fewer conditional 
independence test number.

The online algorithm proposed here is good for learning 
changing causal structure. We showed that the algorithm is 
useful for tracking changes and learning new causal structure 
in a reasonable amount of time. However, the algorithms have 
limitations. Sometimes, the new model learning process of 
algorithms takes a long time because they require most of the 
data samples to learn the true model. This means that online 
algorithms will perform poorly if the causal structure changes 
rapidly. As can be seen from Figure 2, the output of RFOFCI is 
slightly less informative in some situations, regarding condition-
al independence information.

RFOFCI has a plug-and-play design. This feature allows 
for easy modification to use alternative algorithms. A range of 
alternative structure learning algorithms could be used for the 
learning part, constraint-based methods such as RFCI [10] and 
score-based methods such as greedy search algorithms, depend-
ing on the assumptions one can make. Thus, the developments 
in structure learning algorithms will automatically improve the 
performance of this online structure learning algorithm.

RFOFCI can track sufficient statistics for a linear Gaussian 
system efficiently. This problem is much harder for categorical/
discrete variables or non-linear systems, as there will typically 
not be any compact representation of the sufficient statistics. 
One potential advantage of this approach is a way to learn 
conditional independence constraints in an online fashion, and 
then those constraints can be fed into any structure learning 
algorithm we want.
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Automatic Detecting 
Inconsistency between 
Diagnosis and Chief Complaint 
in Electronic Medical Records
Lufei Huang, Wei Yang, Ting Jiang, Li Tang, Fei Teng, Zheng Ma, Xuan Li

With the wide adoption of electronic medical records, quality 
checking is time-consuming and inefficient. The inconsisten-
cy between diagnosis and chief complaint is not only coupled 
with medical standards, but also may refer to medical disputes 
and ethics. This paper studied automatic methods to check 
the inconsistency between diagnosis and chief complaints in 
electronic medical records. As far as we know, we are the first 
to propose this task. This study explored a medical knowledge 
graph for clinic usage, linking diseases and symptoms direc-
tly from Chinese medical textbooks. Based on the knowledge 
graph, we proposed a method to detect the errors in real elec-
tronic medical records. The experimental results showed that 
this method had a good performance with F1 value of 0.837, 
which can improve the efficiency of quality control on electro-
nic medical records in hospitals.

1 Introduction
Electronic Medical Records (EMRs) contain a rich source of 
clinical information for each patient encounter [1], including 
chief complaints, diagnosis, examination results, medicati-
on from doctors and treatments [2]. They are widely used in 
secondary applications related to quality of healthcare, clinical 
decision support, and reliable information flow among indi-
viduals and departments involved in patient care [3, 4]. In the 
past decades, EMRs adoption rates in China increase dramati-
cally, and the volume of EMR continue to grow explosively. 
For example, a medium-sized hospital in China has more than 
10 thousand discharged patients and 1 million outpatients one 
year. In that case, how to keep high quality of EMRs becomes a 
big challenge.

Manual checking EMR is time-consuming and inefficient. 
Very small percentage of EMRs are checked as samples, and 
most of errors are related to the formats, rather than to the 
contents. However, the quality of content is all that matters 
medical care, especially the inconsistency between diagnosis 

and chief complaint is not only coupled with medical standards, 
but also may refer to medical disputes and ethics. We are the 
first to propose this task that automatic detecting inconsis-
tency between diagnosis and chief complaint. There are two 
main difficulties for automatic detecting inconsistency. First, it 
requires good knowledge of diagnostics, medicine and medical 
terminologies to identify whether there is relation between 
a disease (diagnostic) and a symptom (chief complaint). The 
current relational databases are unable to cope with the clinical 
application. Second, when writing diagnosis descriptions, phy-
sicians often utilize abbreviations and synonyms, which causes 
ambiguity and imprecision for matching diagnosis descriptions 
to standard medical terms. Although a few approaches have 
been developed for matching English medical text, very limited 
studies have focused on Chinese text.

To deal with the first problem, we apply knowledge graph 
to provide accurate sematic relations. Knowledge graph was 
officially proposed by Google to improve the search engine’s 
query ability and user experience [5]. Through organizing 
the web content into conceptual graphs using ontologies and 
Resource Description Framework (RDF), knowledge graphs 
make it possible to understand the human knowledge and 
provide an efficient querying and reasoning framework for the 
vast web contents. DBPedia and YAGO are prominent ex-
amples in general domains. Considering the specific features 
of clinical requirements,we construct medical knowledge graph 
in a top-down way, including representation, extraction, fusion 
and reasoning of medical knowledge and quality assessment of 
medical knowledge graph.

For the problem of representing medical terms, we propose 
diagnosis linking algorithm to evaluate the similarity between 
style-free diagnosis and disease in medical knowledge graph. 
Through querying the corresponding symptoms of disease, all 
candidate symptoms are obtained. They are then assessed to 
identify relevance with diagnosis.

42   DIGITALE WELT  1 | 2020           DIGITALE WELT  1 | 2020   43   

1. ARTIFICIAL INTELLIGENCEISAAI‘19 PROCEEDINGS



There are two main contribution in this paper.
• �We explore a novel model to organize disease and symptom 

into medical knowledge graph for clinic usage. This medical 
knowledge graph contains 37 departments including respira-
tory medicine, rheumatology and nephrology, including 6,687 
disease entities, 7889 symptom entities, and entity relations 
more than 500,000.

• �We propose a framework to automatically detect inconsis-
tence between diagnosis and chief complaint. This method 
achieves a good inference result with precision and recall 
of 77% and 92%, respectively, which can avoid most of the 
meaningless inferences and greatly improve the efficiency of 
EMR quality checking.

The organization structure of this paper is as follows. Section 
2 introduces the related work of knowledge graph in medical 
domain. Section 3 presents the construction process of Chi-
nese medical knowledge graph in detail. Section 4 shows the 
framework of inconsistence detection with the aid of knowled-
ge graph. Section 5 analyzes experimental setting and results. 
Section 6 summarizes the whole work and discusses the future 
research.

2 Related Work
It is difficult to identify the connotative errors in the writing 
of the chief complaint. Li Chunchang’s work expounds the 
relationship between the chief complaint and diagnosis [6]. He 
proposed that the main symptoms should be grasped first, then 
the clinical characteristics should be analyzed and compared 
clearly, and finally the disease law should be analyzed. Only 
in this way can we ensure that the chief complaint is correctly 
written. If we want to construct medical knowledge graph, we 
should firmly grasp the information related to symptoms. Al-
though a large number of knowledge bases have been published 
in the field of life sciences, there are few Chinese knowledge 
bases. For example, medical information published by Unified 
Medical Language System (UMLS) is in English. Most of the 
existing studies on medical knowledge graph are based on 
English.

In recent work, knowledge graph as a key technology plays 
a very important role in the research route. Youli Fang et al. di-
agnosed COPD(Chronic obstructive pulmonary disease) based 
on knowledge graph and integrated model [7], and provided 
doctors with clinical decision support. Emir Mun˜oz et al. used 
knowledge graph and multilabel learning models to predict 
adverse drug reactions [8]. They propose a specific method 
of generating different feature sets using knowledge graph, 
and show the good performance of the selected off-the-shelf 

multi-label learning model compared with existing works. Ying 
Shen et al. developed a drug similarity measurement system 
for drug substitution therapy based on knowledge graph [9]. A 
user interaction model was proposed to enable users to better 
understand drug characteristics from the perspective of drug 
similarity and to obtain insights that are not easily observed in 
individual drugs. Maya Rotmensch and others have explored 
an automated process to learn highquality knowledge base 
[10], linking diseases and symptoms directly from electronic 
medical records. They constructed the disease symptoms 
relationship graph, and evaluated and validated the knowledge 
graph. Similarly, in our study, we constructed a Chinese medi-
cal knowledge graph by extracting Chinese medical standard 
literature. And We use this key technology to evaluate the in-
consistency between the chief complaint and the first diagnosis 
in the outpatient electronic medical record.

3  Construction of Medical Knowledge Graph
Knowledge graph (KG) is a directed label graph G = (Es,Rs), 
where Es is the set of vertices of the knowledge graph, which 
is used to represent the set of entities; Rs is the edge set of the 
knowledge graph, which is used to represent the set of fact rela-
tionships between entities. In this paper, the top-down method 
is used to construct the medical knowledge map, that is, the 
ontology of the knowledge graph is constructed first, and then 
the instance is created according to the ontology.

3.1 Ontology Construction
Ontology is a clear specification that is defined as a conceptual 
model of shared knowledge [11], and can describe concepts in 
a domain and their relationships well. Combining the specific 
knowledge in the medical domain, we use the 7-step method 
and the skeleton method to construct the medical ontology.

Figure 1: Ontology framework of medical knowledge graph.

Table 1: Definition of data type properties

Data Type Property Interpretation
name Name of the knowledge element

alias Alias name of knowledge element

icd10 ICD10 coding for knowledge element

department Department to which the knowledge element belongs

stage Stage of disease

condition Conditions that cause changes in symptoms, such as time, personal behavior, etc.

The medical ontology in this paper is mainly composed of two 
core classes, disease and symptom, each class contains some 
specific properties. Property can be divided into data type 
property and object property, where the data type property 
is used to define the relationship between the class and the 
data describing a certain feature of the class, such as ”(disea-
se) - name - cold”, the object property is used to define the 
relationship between classes, such as ”(disease) - manifested as 
- (symptoms)”. The definition of the detailed data type proper-
ties is shown in Table 1. In addition, three object properties are 
mainly considered, there are disease manifests as a symptom 
(manifested as), disease level relationship (is a), and symptom 
level relationship (is a). The structure of our medical ontology 
is shown in Figure 1.

3.2 Instance Construction
An instance is a concrete embodiment of a concept that 
inherits the attributes of a concept. When a large number of 
instances are constructed, a knowledge graph can be formed. 
The instance data source of our medical knowledge graph is 
Clinical Medicine Knowledge Interactive Platform (CMKD). 
Different from the common medical network encyclopedia, 
CMKD provides a scientific and rigorous library of clinical 
medicine materials, collating and compiling clinically relevant 
medical expertise, it can guarantee the accuracy of knowledge. 
CMKD elaborates on the disease in the form of unstructured 
text, which covers the properties of the disease, the symptoms 
exhibited by the disease, and the properties of the symptoms. 
We normalize the original unstructured data through natural 
language processing techniques such as named entity recog-
nition and entity relation extraction to obtain structured data. 
Named entity recognition extracts the disease entity, the attri-
butes of the disease entity, the symptom entity, and the attribu-
tes of the symptom entity; Entity relation extraction is used to 
determine the relationship between entity pairs in the text, and 
extract useful and uniform RDF triple from massive unstructu-
red medical text.

In this paper, we use the method of rule pattern matching 
and machine learning to integrate knowledge to achieve 

Figure 2: The creation process of instances in medical knowledge graph.The picture is in Chinese 
and English. Chinese characters are followed by English expressions of Chinese characters.

Figure 3: A visual display of the medical 
knowledge graph in Neo4j.

Figure 4: The consistency detection process.
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knowledge extraction [12,13]. The specific implementation 
process is shown in Figure 2.

Through knowledge extraction and knowledge integration, 
structured data for constructing medical knowledge graph is 
obtained. The medical knowledge graph is stored in Neo4j 
graph database that is currently popular and supports visual 
presentation. After statistics, the knowledge graph we const-
ructed involved 37 departments including respiratory medicine, 
rheumatology and nephrology, including 6,687 disease entities, 
7,889 symptom entities, and conceptual entity attribute instan-
ce RDF triples more than 500,000. Part of the knowledge graph 
is shown in Figure 3.

4 Automatic Detecting Inconsistency
The main aim of this paper is to detect the consistency bet-
ween first diagnosis and chief complaint in EMRs. Research 
shows that the symptoms of the diagnosis should include the 
symptoms of the chief complaint when some hospitals judge 
the chief complaint. Based on the research, we proposed one 
solution and the detail is given as follows, firstly, extracting 
the keywords of the diagnosis in the medical records. Se-
condly, using the diagnosis search algorithm to search for the 
symptoms related to the diagnosis from the Chinese symptom 
knowledge graph. Finally, using the matching algorithm to 
match the symptoms obtained by searching with the symptoms 
of the chief complaint in the medical record and to score the 
symptoms obtained by searching. If the score exceeds the set 
threshold, the chief complaint in the medical record is conside-
red to be consistent with the diagnosis. The consistency detec-
tion process is shown in Figure 4. The modules and algorithms 
involved in the process will be described in detail later.

4.1 Diagnosis Linking
For the standard diagnosis which means the diagnosis is the 
same as the standard disease name in the Chinese symptom 
knowledge graph, the symptom information corresponding 
to the standard disease can be obtained directly. However, 
the diagnosis name written by the doctor may be aliases or 
abbreviations in practice. Therefore, it is impossible to search 
the diagnosis name and get the corresponding symptoms in the 
knowledge map directly.

In order to solve the problem above, we propose the Diag-
nosis Linking algorithm. The Diagnosis Linking algorithm can 
select the disease with the highest degree between the disease 
names set in knowledge graph and diagnosis, that is the disease 
with the highest score.

The Diagnostic Linking algorithm is shown in Algorithm 1.
In the Diagnosis Linking algorithm, the input D represents the 
diagnosis, S means the set of disease names in the knowledge 
graph, the output O of the algorithm indicates the disease name 
with the highest matching degree between the disease names 
set and the diagnosis, the initial value of O is null, and the 
MaxScore is defined as the highest score between diagnosis 
and disease name in the disease names set, the initial value is 0, 
s represents a disease name in the disease names set, subD and 
subs means sub-sequences of D and s, and LensSet indicates 
the set of lengths of the common subsequences of D and s.
According to the characteristics of the diagnosis character se-
quence, the subsequence length weight W is defined as the ratio 

of the subsequence length Slen to the disease name s character 
length, and the score is determined by multiplying the weight 
W and the longest common subsequence length Slen. This 
makes it possible to reduce the default score of long sequences 
so that long sequences and short sequences can compete fairly. 
Traversing the disease s in the entire disease names set, the 
Diagnosis Linking algorithm can calculate the matching score 
of disease name in the disease names set and the diagnosis, and 
then the disease name with the highest score is obtained.

4.2 KG Querying
In KG querying, the symptoms related to diagnosis can be 
obtained by using the cypher query language to query in the 
knowledge graph. In addition, the symptoms related to diag-
nosis can also be obtained by constructing the cypher query 
template to query in need.

4.3 Symptom Matching
Since the symptom information corresponding to the chief 
complaint content of the medical record text is unstructured 
data, which makes it impossible to directly judge that the 
symptom information shown in the diagnosis having an equal 
relationship or containment relationship with the chief comp-
laint content or not. Moreover, effective evaluation of symptom 
consistency cannot get.

To solve the problem above, we propose the Symptom 

Input: Diagnosis in KG, D; Disease names in KG, S.
Output: Disease name with MaxScore matched 
	 with first diagnosis, O
	 MaxScore ← 0;
	 O ← null;
	 for each s  S do
		  for subD si  D and subs  s do
			   if subD = subs then
	 	 	 	 LensSet ← Len(subD);
			   end if
		  end for
	 	 Slen ← max(LensSet);
	 	 W ← Slen/Len(s);
		  if Slen*W > max then
	 	 	 MaxScore ← Slen*W;
			   O ← s;
		  end if
	 end for

Algorithm 1 Diagnostic Linking

Input: SymptomsList; Scontent
Output: Number of effective symptoms,
	 EffectiveO
	 EffectiveO ← 0;
	 for each s  SymptomsList do
	 	 num ← 0;
		  for each si  s do
			   if si exist in Scontent then
	 	 	 	 num ← num+1;
			   end if
			   if num/Len(s) > θ then
				    EffectiveO ← EffectiveO + 1;
			   end if
		  end for
	 end for

Algorithm 2 Symptom Matching

Matching algorithm. The Symptom Matching algorithm adopts 
the comparing results of the symptom information obtained 
by the previous stage of the diagnosis querying method and 
the chief complaint content to make a consistent evaluation. 
The Symptom Matching algorithm calculates the scores of all 
symptoms in the diagnosis querying result and the text to be 
recognized of the chief complaint and determines a symptom 
is valid or not based on the score. When effective symptoms 
exist, the chief complaint and the diagnosis are considered to 
be consistent. The specific experimental process and detailed 
results are in the following content.

The Symptom Matching algorithm is shown in Algorithm 2. 
In the Symptom Matching algorithm, all the symptoms in the 
diagnosis search result regard the dictionary library Symptoms-
List, the chief complaint as the text Scontent to be recognized, 
the effective symptom number is EffectiveO with the initial 
value 0, the character matched number is num with the initial 
value 0, the score for effective symptoms is the ratio of num 
and symptom s, moreover, θ is the score threshold for effective 
symptoms which is established by business, the threshold is set 
to 0.6 according to the characteristics of the medical record. 
Traversing each symptom s in the symptom candidate set Sym-
ptomsList. If the character si in the symptom is a substring of 
the chief complaint text Scontent, the matching number num is 
increasing. Then calculating the corresponding symptom score, 
when the score exceeds 0.6, the si symptom is considered to be 
a valid symptom, and EffectiveO increases. When the number 
of valid symptoms identified EffectiveO is greater than 0, the 
chief complaint is considered to be consistent with the first 
diagnosis.

5 Experiment

5.1 Dataset
The data of this experiment comes from a hospital in Sichuan, 
China that cooperates with us. We selected a respiratory 
doctor’s one-month outpatient medical record and removed 
the electronic medical record samples with chief complaints 
missing, diagnoses missing, or both chief complaints and dia-
gnoses missing, and obtained a total of 414 electronic medical 
records dataset. Every electronic medical record includes a 
clinical diagnosis column and a chief complaint column. In 
addition, all diagnosis information in the clinical diagnosis 
column of the electronic medical record is a bronchialrelated 
disease.

In the clinical diagnosis of electronic medical records, there 
is no single diagnosis on usual. In this experiment, we perfor-
med experiments by using the first diagnosis of cutting and 
extracting clinical diagnosis in the medical record.

5.2 Performance Metrics
We used three standard metrics to evaluate the results of the 
experiment: P (Precision), R (Recall), and F1. P represents 
precision which means the ratio of the number of samples pre-
dicted to be a positive example to the total number of samples. 
R represents the recall rate which represents the proportion of 
the number of samples predicted to be positive examples to the 
total number of positive samples. F1 expresses is the harmonic 
average of the precision and recall.

In this experiment, the positive cases are the wrong elec-
tronic medical records, while the negative cases are the correct 
electronic medical records. The calculation method is given by:

Where TP represents the number of positive samples which are 
predicted correctly; FP denotes the number of negative samples 
for prediction errors; TN means the number of negative samples 
which are predicted correctly; FN indicates the number of 
negative samples with false predictions.

Table 2: Experimental Results

Result item Value
P 0.767

R 0.920

F1 0.837

Experimental Results
The experiment has achieved good results, as shown in Table 
2. The precision P is 0.767, the recall rate R is 0.92, and the F1 
value is 0.837. The value of R is 0.92, which indicates that the 
algorithms proposed in this paper can find the vast majority of 
medical records with inconsistent between the chief complaint 
and the diagnosis. In practical applications, the medical staff 
can directly review the electronic medical records selected by 
the algorithms, which greatly reduces the workload of ma-
nual check. Furthermore, this indicates the feasibility of the 
proposed scheme based on the knowledge graph to detect the 
consistency between chief complaint and diagnosis.

5.3 Application
We designed and developed a medical record review system 
based on an application which is detecting the consistency 
between chief complaint and diagnosis in electronic medical 
records based on the knowledge graph. The user can use the 
system to upload electronic medical record files in batches, 
and the system will feedback the detecting results of the chief 
complaint and diagnosis to the user.

Figure 5 shows an example of an offline detecting of an 
electronic medical record. As can be seen from the figure, the 
symptoms described by chief complaint in the electronic medi-
cal record are lumbar spondylosis and severe osteoporosis. The 
first diagnosis is bronchitis, and the system gives the result that 
the main complaint is inconsistent with the first diagnosis.

The system verifies the feasibility and effectiveness of the 
algorithms we proposed, and gives the visualization effect 
intuitively, which brings great convenience to the medical staff 
to check the chief complaint and diagnosis consistency in the 
electronic medical record and improves the original artificial 
checking method. Moreover, it provides a good solution for 
matching chief complaint and diagnosis, which not only impro-
ves efficiency but also reduces the usage of human and material 
resources.
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Conclusion
The inconsistency between diagnosis and chief complaint im-
pact greatly the evaluation of doctors’ and even hospitals’ pro-
fessional level. Manual detection requires a lot of time and labor 
concentration. It is urgent to detect the inconsistency between 
diagnosis and chief complaint in EMRs quickly and accurately. 
In the study, we first constructed the medical knowledge graph 
for clinic usage. The construction work is mainly divided into 
two parts, ontology layer and data layer, and finally acquire 
more than 500,000 entity relations between diseases and symp-
toms involved 37 departments. Based on the knowledge graph, 
we designed a method to detect inconsistency between diagno-
sis and chief complaints, and validated its performance with real 
cases from our partner hospital. The F1 value of the validation 
results reached 0.837, which showed that this method could be 
useful in quality control on electronic medical records.

In order to avoid unnecessary error losses, we plan to 
study in-depth network learning, from the end-to-end point of 
view, to reduce error transmission. In the future work, we also 
expand the medical knowledge graph according to the existing 
working flow and apply it to HIS (Hospital Information Sys-
tem) system. At the same time, we will also consider age, gen-
der and other human attributes to detect the errors in electronic 
medical records. Simultaneously, we will also experiment on 
large-scale data sets to prove the applicability of this method.
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Figure 5: An example of an offline detecting. 
The picture is in Chinese and English. Chinese 
characters are followed by English expressions 
of Chinese characters.

KI-SIGS: Artificial 
Intelligence for the 
Northern German 
Health Ecosystem
Stefan Fischer, Martin Leucker, Christoph Lüth, Thomas Martinetz,  
Raimund Mildner, Dirk Nowotka , Frank Steinicke

KI-SIGS (“KI-Space für intelligente Gesundheitssysteme”, 
engl.: AI Space for Intelligent Health Systems), is an initiative 
to strengthen the Northern German health ecosystem to meet 
the challenges it is facing due to the rise of AI technologies. 
We present KI-SIGS by first describing the current state of 
the health ecosystem and the challenges it is facing. Then, we 
present our approach to meet those challenges, which basically 
consists of the interplay of three components: (i) an adaptive 
AI platform, (ii) an R&D (research and development) program 
using this platform, and (iii) the ecosystem itself. The initial 
partners of KISIGS are described, and finally, an outlook on 
sustainability options is given. 

1 Introduction  
Shaping the structural changes in the economy, labour market 
and society associated with digitisation and AI technologies rep-
resents a major challenge. This is especially true for the health 
care industry in Germany which traditionally has an SME-
sized structure while being simultaneously exposed to strong 
international market competition. This challenge has been 
characterised by three decisive technological developments over 
the last ten years: major advances in machine learning, a rapid 
increase in data volumes and a massive increase in available 
computing power [1]. Taken together, these three developments 
lead to the breakthrough of AI and to disruptive innovations in 
our networked society, not only, but also and especially in the 
healthcare sector [2]. This in turn leads to considerable pressure 
for innovation in the industry. The increasing digitalization 
in the health care industry, medicine and medical technology 
leads to a rapid growth of the number of large, heterogeneous, 

complex and partly unstructured data sets in all areas of the 
life sciences. These data sets hold great potential for intelligent 
healthcare systems and adaptive selflearning AI technologies 
[3]. Moreover, comprehensive data exchange within and among 
institutions generate a multitude of new data-driven applica-
tions. The interoperability of medical devices and combining 
health data from distributed data sources of care and research 
open up a variety of possibilities for the exploitation of learning 
algorithms and adaptive AI systems. Intelligent assistive health 
technologies, robotic systems with assistive components up to 
humanoid robots and mobile health applications open up new 
fields of application also in nursing and rehabilitation. 

The development AI in the healthcare industry must focus 
on people in order to comply with the regulatory framework of 
the industry. The high data protection requirements with regard 
to personal interests and the ethical requirements for the use 
of health data, which arise from the debates in our society, is 
particularly sensitive in the medical field. Medical technology 
companies and healthcare institutions are also faced with the 
question of new business models and their application in the 
situation of an ageing society [4]. 

First AI applications in the field show that their benefits 
are enormous (for a recent survey see [5], for a more general 
state of the art see [6]). Ranging from a better understanding of 
disease mechanisms through optimized diagnostics and therapy, 
increased efficiency in medical care, these applications cover 
a broad spectrum of value creation opportunities. However, 
there is a need for clarification as to how these benefits can be 
reconciled with the industry-specific challenges with regard to 
approval/regulation, data protection/ethics and financing/busi-
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ness models under the conditions of international competition. 
This applies in particular to the explanation and transparency 
of the results, decisions and actions of AIsupported systems 
required in the healthcare sector.  

With a gross value added of over 350 billion euros (2018), the 
core area of the healthcare industry is of considerable economic 
importance for Germany. This applies in particular to the North 
German economic area of Bremen/Hamburg/Schleswig-Hol-
stein, in which the health industry plays an outstanding role as 
one of the central key industries. The industrial health sector 
makes a strong contribution to value creation and employ-
ment in the federal states (29.1% in Hamburg, 21.2% in Schle-
swig-Holstein and 16.9% in Bremen). With an annual growth 
rate of 4.1 percent, the sector has grown significantly faster 
than the gross domestic product over the past ten years (BMWI 
Health Economics Facts & Figures 2018). This strong starting 
position was created by decades of close cooperation between 
science and industry, which is reflected especially by the suc-
cessful cluster network “Life Science Nord” (LSN) across the 
federal states. In recent years, this has resulted in a pulsating in-
novation ecosystem, from which numerous successful start-ups 
benefit in addition to regional universities and research institu-
tions and large regionally based medical technology manufac-
turers such as Dräger, Philips, Söring, and Olympus.  

Due to this favourable starting position, an AI-oriented 
strengthening of the North German health ecosystem offers the 
participants excellent opportunities to expand their position on 
the world market and to open up new business areas. Moreover, 
this may also serve as an example for other regions.  

In the rest of this paper, we present the main conceptual 
ideas of KI-SIGS (Section 2) and present the partners participat-
ing in the project (Section 3). Section 4 looks at sustainability 
issues, always an important question for major infrastructural 
projects. Section 5 concludes and gives an overview of the 
future time plan.  

2 KI-SIGS Concept 

2.1 Objective 
An AI facility focussed on intelligent health systems has not yet 
been established in Germany, despite its importance. In North-
ern Germany, however, there is a clear focus on AI-related R&D 
as well as application and start-up competencies in the field 
of health management, which form the basis of a cooperative 
initiative on the spatial axis Bremen/Hamburg/Schleswig-Hol-
stein as the basis of a North German AI network in the sense of 
a critical mass of AI competence and market penetration. In KI-
SIGS, the excellent competencies of the North German universi-
ties (in particular the universities in Bremen, Hamburg, Kiel and 
Lübeck) and research institutes (DFKI and Fraunhofer MEVIS) 
in the field of symbolic and statistical AI are to be brought into 
play in order to work together with the large regional companies 
(Philips, Stryker and Dräger) as well as small and medium-sized 
enterprises (e.g. Söring, Hugo Rost and apoQlar) from the health 
and AI sector to develop, test and deploy clinical-medical appli-
cations with the North German clinics (in particular UKSH and 
UKE). 

Successful innovations in the high-technology sector require 
that in strongly connected research and development process-

es, with close involvement of users and in-depth knowledge of 
operational process framework conditions, different ideas and 
perspectives of a majority of participants and affected parties 
are implemented in new solutions. The solution approach to be 
developed in KI-SIGS and presented in the following there-
fore focuses on a decentralized AI network with a focus on 
knowledge gain, method competence, technology development, 
transfer and evaluation in the area of AI methods in the health 
care system. On the other hand, the focus is particularly on the 
challenges that the health sector brings with it, such as the prob-
lem of providing sensitive medical patient data across different 
locations, regulatory, approval and ethical issues. 

2.2 Overall architecture 
The above objectives are to be achieved through three main 
components to which all partners contribute in different ways:  
1. �development and deployment of the AI platform KI-Space 

with a variety of technical and nontechnical services for use 
by projects and ecosystems 

2. �definition of an R&D roadmap and its implementation in 
cross-location cooperative R&D projects that are constantly 
growing out of the ecosystem by partners from business, 
science and clinics using the AI platform and continuously 
improving it in a feedback process  

3. �improvement of the already excellent ecosystem in the North 
German health economy for the purpose of further strength-
ening its AI competence through the close cooperation of 
the project partners and the integration of further associated 
partners and external stakeholders on the basis of the plat-
form, with the aim of repeatedly and increasingly producing 
AI-based innovations in new R&D projects and quickly 
translating them into products and services 

 
All in all, the project will result in an interaction between the 
three components as shown in Figure 1. The platform and the 
R&D roadmap have to meet considerable requirements, because 
the roadmap must take the needs of the market and the compe-
tencies of the partners into account as much as possible, while 
the platform must support the development of the ecosystem - 
which in turn is to ensure the creation of new projects - and the 
most efficient implementation of the R&D projects. The design 
of the platform and the R&D program was therefore analysed in 
detail before the implementation; this process is described in the 
following section. 

  

Figure 1: Interplay of the components 

2.3 Requirements Analysis for R&D Program and the Platform 
In order to identify and collect the requirements of the North 
German healthcare industry for an AI platform as well as the AI 
competencies and requirements of the North German health-
care industry in general, a comprehensive analysis was carried 
out before the implementation. In workshops, online surveys, 
interviews and focus groups, more than 80 companies, research 
institutes, universities and clinics were interviewed and the 
competencies and requirements of the relevant stakeholders 
from the economy and science of the health industry as well as 
the clinics in Northern Germany were collected and analysed in 
discussion rounds. The results make it clear that the topic of AI 
is already important or very important for the majority (approx. 
55%) of the companies surveyed and that more than 67% as-
sume that the topic will become significantly more important in 
the next 5-10 years.  From the perspective of AI topics, the need 
to improve multimodal diagnostics through modern AI proce-
dures, especially by means of biomedical signal processing as 
well as image and video processing (approx. 78%), is mentioned 
above all. Furthermore, the companies see a great need in the 
field of prediction and prognosis through better forms of data 
analysis but also through improvement of data management and 
access (approx. 78%). In addition, the companies see great po-
tential for product innovations in the field of medical assistance 
systems, for example through new forms of human-machine 
interaction (approx. 67%), autonomous systems and robotics 
(approx. 57%), speech and text processing (approx. 57%) as 
well as virtual and extended reality (approx. 45%). While all 
the universities and research institutes surveyed are currently 
carrying out at least one AI project, less than a third of the com-
panies surveyed have experience or expertise in the field of AI. 
Approximately 86% of the respondents stated that they currently 
have fewer than five employees working on AI projects. On the 
other hand, more than 71% of the companies surveyed currently 
have an immediate need for up to five additional employees in 
the field of AI. Less than 30% currently see no need or have no 
vacancies to fill. All respondents consider a regular exchange 
of knowledge to be important and would like to participate in 
workshops (100%), lectures (67%) and conferences (56%).  67% 
of the scientific partners already have or have access to special-
ized AI hardware, while less than one third of the SMEs have 
such access. Accordingly, the demand for further AI hardware is 
large (56%) to very large (23%), whereby GPUs and computing 
servers for training AI algorithms are particularly important. In 
the consortium, 89% of the partners would be willing to share 
their AI hardware. 

Access to medical and clinical data as well as data sover-
eignty in the institutions themselves is considered essential for 
an AI platform. More than 78% of the partners already share 
data themselves or access shared data, primarily speech data, 
challenge data, measurement data, medical image and volume 
data, bio-signal and clinical data. All partners surveyed have 
a need for larger data sets, with anonymization and security of 
patient-related data as well as ethical issues having priority in 
the collection and processing of personal data.   

2.4 R&D-Roadmap and Projects 
For a targeted approach to the development of new products 
and services within the framework of a network, it is crucial 

to formulate content objectives and the path to achieving these 
objectives in an R&D roadmap. On the basis of the existing 
competencies and the requirements of the North German health 
sector described above, the following three future fields for 
R&D tasks in intelligent health systems were identified: 
• �Prediction and prognosis: The use of AI systems for clinical 

prediction and decision support benefits society and the health-
care industry equally. The application of predictive analysis 
functions to patient populations shows possible preventive 
measures, contributes to the reduction of health risks and helps 
to avoid unnecessary costs.  

• �AI-based multimodal diagnostics: With the help of AI-based 
multimodal diagnostics, large amounts of medical and clinical, 
but also behavioral, social and mobile health and care data can 
be combined to gain a holistic view of the patient. This sup-
ports the entire hospital and nursing staff in making diagnoses 
and decisions and optimizes the success of treatment.  

• �Medical assistance systems: Demographic change is leading to 
a growing demand for health services and support for nurs-
ing services. These include, for example, virtual support and 
robotic assistance systems that improve and facilitate training, 
therapy, rehabilitation or living at home in old age. 

 
In this framework nine initial projects have been selected as the 
starting R&D program of KI-SIGS.  Project 1 develops home-
care devices for eye diagnostics for disease prevention as well 
as aftercare. Here, two start-up companies from the ecosystem 
are supported who develop and market an Optical Coherence 
Tomography (OCT) based measurement of macular degenera-
tion as a homecare device.  

In Project 2, both conventional X-ray images and 3D im-
ages from so-called Time-of-Flight cameras are analysed and 
evaluated using deep learning methods. An X-ray assistant is 
to be developed that also allows less qualified personnel to take 
high-quality X-ray images. Two highly innovative and globally 
active SMEs from the North see a high market potential here 
and are committed accordingly. 

Patient data management systems (PDMS) in hospitals are 
increasingly recording essential patient data, which is to be 
evaluated and made usable with the help of AI. In Project 3, risk 
indicators for cardiopulmonary decompensation on intensive 
care units are derived from PDMS by monitoring vital param-
eters. In addition to the special methods for time series on the 
time scale of minutes, hours and days, the regulatory require-
ments for patient data management systems in connection with 
AI and the special needs of intensive wards will be incorporated 
into the platform.  

Project 4 is a central project around AI for radiological 
imaging, especially in emergency and intensive care medicine. 
Radiological imaging is one of the main fields of application 
for AI because deep learning methods have been particularly 
successful on images. In emergency and intensive care medi-
cine, AI-based diagnostic support systems are of greatest use, 
because they have to be diagnosed particularly quickly and 
carefully at the same time. For emergency and intensive care 
medicine, the regulatory system is also special and an exchange 
on the platform is particularly beneficial. 

In Project 5, recurrent neural networks are used as in Project 
3, but in a completely different context. This involves intelligent 
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ultrasound aspirators, the online determination of the tissue 
type during the resection of brain and liver tumours. During 
resection, the aspirator becomes an intraoperative probe with 
the help of AI-based signal pattern recognition, which can be 
used to increase the extent of resection in tumour diseases and 
thus the life expectancy of cancer patients.  

Project 6 is methodologically/technically closely related to 
Projects 2 and 9. 3D-Time-of-Flight cameras are used in all 
three projects. There will be an intensive exchange via the plat-
form, also with Project 1, since this is also about the acquisition 
of time series of vital parameters, here especially about the 
acquisition of visual context information for the optimization 
of ventilation therapy. The patient’s position is recorded with 
3D cameras in order to be able to optimally adjust ventilation 
together with vital parameters. 

Project 7 helps the surgeon in the OR by providing interven-
tion support for the repositioning of bone fragments in pelvic 
fractures. The optimal repositioning of bone fragments in 
pelvic fractures shall be based on intraoperatively acquired 2D 
layer images and replace the time-consuming conventional 3D 
procedures. This requires learning how to map 2D layer images 
to 3D images.  

With Project 8, we are slowly moving from therapy to after-
care. With the aging society, the number of hearing-impaired 
people who need hearing aids is constantly increasing. Hearing 
aids have to be adapted to the individual’s specific hearing loss 
and preferences, which is difficult and time-consuming. An 
AI for individualized hearing aid fitting can therefore be of 
enormous benefit. Especially speech comprehension in acousti-
cally challenging environments can be improved, which in turn 
increases wearing time and spontaneous acceptance. AI-me-
thodically, it is closely related to Projects 4 and 6 and according-
ly linked via the platform. 

In cooperation with patients, therapists, physicians or nurs-
ing staff, intelligent virtual agent and robot systems for assistive 
movement training will be developed in Project 9. The move-
ments are analysed by (depth) sensors and multimodal instruc-
tions (e.g. via speech and gestures) are given by agents/robots. If 
movements are detected correctly, human experts instruct and 
continuously improve the system using supervised learning.  

2.5 The Platform of KI-SIGS 
AI has the potential to play a decisive, even disruptive, role in 
the healthcare industry.  This potential cannot be exploited by 
isolated projects in specific application areas. Rather, a uniform 
conceptual framework is needed that will tackle the following 
challenges common to all AI medical projects in a goal-oriented 
manner and pave the way for sustainable solutions: 
• AI applications are usually data-driven, because the potential 
of these methods lies precisely in the discovery of unexpected, 
i.e. not hypothesis-driven, ideas through unsupervised learning 
methods. The latter, however, require large amounts of training 
data. Especially in health care, however, the explosive question 
arises as to who has sovereignty over patient data in which role. 
For understandable reasons, the authorities responsible for data 
processing (usually the clinics) are very reluctant to grant access 
to the data. Here, the AI space creates a framework that allows 
legally compliant access to patient data (data compatibility, 
security of access), supports its exchange between stakeholders 
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He is the author of more than 100 peer 
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ranging over software engineering, formal  
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Christoph Lüth is vice director of the rCy-
ber-Physical Systems group at the German 
Research Centre for Artificial Intelligence 
(DFKI) in Bremen, and professor for compu-
ter science at the University of Bremen. His 
research covers the whole area of formal 
methods, from theoretical foundations 
to tool development and applications in 
practical areas such as robotics. He has 
authored or co-authored over eighty peer-
reviewed papers, and was the principal 
investigator in several successful research 
projects in this area. 
 

Thomas Martinetz 
Thomas Martinetz is full professor of com-
puter science and director of the Institute 
for Neuro- and Biocomputing at the Uni-
versity of Lübeck. He studied Physics at 
the TU Munich and the University of Illinois 
at Urbana-Champaign. Prior to Lübeck he 
developed Neural Networks for automation 
control at the Corporate Research Labo-
ratories of the Siemens AG, was Mana-
ging Director and co-owner of the leading 
face recognition company in Germany, and 
professor for Neural Computation at the  
Ruhr-University of Bochum.  

• �Applied Research Institutes: DFKI Bremen, Fraunhofer 
MEVIS Bremen/Lübeck, UniTransferKlinik Lübeck 

• �Industry: Advanced Bionics (Hannover), apoQIar (Hamburg), 
Cellmatiq (Hamburg), Dräger (Lübeck), Gesundheit Nord 
(Bremen), Hugo Rost (Kiel), Image Information Systems (Ros-
tock), mbits (Heidelberg), Philips (Hamburg), Söring (Quick-
born), Stryker (Kiel), szenaris (Bremen) 

• �Hospitals: Universitätsklinikum Hamburg-Eppendorf, Univer-
sitätsklinikum Schleswig-Holstein Kiel/Lübeck  
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Dirk Nowotka leads the Dependable Sys-
tems group of the Computer Science de-
partment at Kiel University, Germany. Prior 
to joining Kiel as a HeisenbergProfessor in 
2011, he was a research scientist at the 
Stuttgart University (2004-2011), Germa-
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the University of Turku (2004), Finland. 
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and creates incentives for the provision of data. 
• �In medicine, applications are subject to strict regulatory 

requirements (such as legally compliant implementation in 
accordance with the applicable data protection regulations and 
the Medical Devices Act). The KI-Space supports develop-
ers in regulatory questions and helps to develop concepts for 
approval. 

• �Beyond the observance of legal rules and regulations, ac-
ceptance is also an obstacle to application that should not be 
underestimated, namely acceptance by the individual patient 
as well as by doctors, nursing staff and society as a whole. The 
KI-Space thinks about the ethical and social effects of the new 
development from the beginning.  

• �Furthermore, an interdisciplinary, collaborative framework 
must be created in which users, developers and users can build 
up the necessary competencies together to support a broad 
application and later enable the introduction into clinics. 

 
KI-Space, the AI platform for intelligent healthcare systems, 
addresses these challenges and enables appropriate solutions. 
The AI Space has several components that address the above 
challenges: 
• �Central to the KI-Space is the collaboration platform, which 

on the one hand connects the participants with each other 
using technical aids such as portals and repositories, but on 
the other hand presents the KI-Space to the outside world with 
workshops, competitions and integration into other networks, 
thus making a massive contribution to the development and 
expansion of the ecosystem. 

• �On the one hand, the technical platform defines uniform com-
munication standards, standardizes data access and provides 
the technical framework for services on this platform, and on 
the other hand it offers an application module which realizes 
hospital-based data processing “on premise”. 

• �The regulatory platform ensures the conformity of the applica-
tions to be developed with legal, normative and other regula-
tions and specifications. 

• �The responsible innovation platform explicitly addresses the 
ethical and social impacts of the use of AI technologies in the 
medical and health sector. 

3 Partners 
The following criteria have been used for the composition of the 
initial partner group: 

 
1. �Coverage of all links of the scientific-economic value chain in 

the North German health care industry 
2. �Integration of the main AI-competent scientific partners (uni-

versities and research institutions) with already transferable 
research results 

3. �Compilation of the economic partners as a prototypical image 
of the North German health care industry from corporations, 
SMEs and start-ups as well as clinics with high chances of 
success for the transfer of research results “onto the street”. 
 

The following partners have then been selected, according to the 
criteria: 

 
• �Universities: Bremen, Hamburg, Kiel, Lübeck 
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Figure 2: The ecosystem of KI-SIGS 

The goal of KI-SIGS is the establishment of an ecosystem for 
the Northern German health system as it is depicted in Figure 2. 

4 Sustainability 
KI-SIGS requires considerable efforts on the part of the partners 
involved and the donors. It therefore pursues the objective of 
gradually consolidating itself in the form of a stable, permanent 
organisational form after a successful trial and funding phase 
lasting several years. This could, for example, be realised as 
a supra-regional (transfer) centre for innovations in the health 
industry, for example in the form of an R&D institution insti-
tutionalised by a sponsoring association or a non-profit limited 
liability company. The mandatory supra-regional cooperation 
then requires local transfer points as service and consulting 
facilities on site in order to guarantee short distances and fast re-
action times for cooperation partners and customers. The costs 
of such a permanent network can be met in part by the contri-
butions of the participating partner institutions (companies and 
scientific institutions) and by their own revenues (service reve-
nues, workshops, training and further education), and will also 
require permanent co-financing from the public sector. This will 
provide the prerequisites for successful third-party funding by 
national and international funding providers. Taken together, the 
activities to be started now form a long-term perspective with 
prospects of success and enable the establishment of a sustaina-
ble transfer network for artificial intelligence in the health care 
system far beyond the North German region. 

5 Conclusion and Outlook 
In this paper, we have presented the project KI-SIGS the goal of 
which is the introduction of AI technologies into the products 
and services of the Northern German health industry in order to 
keep and extend the competitive advantages it has gained over 
the last years. We have introduced the major ideas as well as 
the consortium which is a nice representation of the Northern 
German health industry ecosystem. KI-SIGS has just recently 
been announced to be one of the 16 winners of the “Artificial 
Intelligence Idea Challenge for economically relevant ecosys-
tems” of the German Ministry for the Economy [7]. The project 
will thus soon start its operational phase and will very quickly 
have a first version of the AI platform available. This will be 
the major base for a quick implementation of the R&D projects 
which are to start in mid 2020. 
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This paper seeks to advance the cause of ethics in artifi-
cial intelligence by proposing a practical and measurable 
standard for identity-driven algorithms. This standard may 
be used to improve internal ethical posture as well as foment 
comparison between existing implementations of artificial 
intelligence across various industries. Five different ethical 
axes are examined, and a graphical format is proposed that 
assists in the rapid evaluation and clear communication 
of relative strengths and weaknesses between algorithmic 
implementations.

1. Introduction
Who was the real Tarra Simmons? On November 16, 2017, 
she sat before the Washington State Supreme Court [1]. The 
child of addicts and an ex-addict and ex-felon herself, she 
had subsequently graduated near the top of her law school 
class. The Washington State Law Board had denied her 
access to the bar, fearing that the “old Tarra” would return. 
She was asking the court to trust her to become an attorney, 
and the outcome of her case rested whether or not her past 
could be used to predict her future.

Algorithms that use the past to predict the future are 
commonplace: they predict what we’ll watch next [2], or 
how financially stable we will be [3], or, as in Ms. Simmons’ 
case, how likely we are to commit a crime [4]. The assump-
tion is: “with enough data, anything is predictable.” Over 
the last several years, however, headlines have repeatedly 

illustrated the influence of algorithms on human well-being, 
along with the inherent biases that affect many of them [3] 
[5]. Before we rush to embrace artificial intelligence algo-
rithms, how can we ensure that they promote justice and 
fairness rather than reinforcing already existing inequali-
ties?

Recent work by IBM [5], the IEEE [6], and the High-Le-
vel Expert Group on Artificial Intelligence (AI HLEG) 
[7] have helped to solidify an ethical approach to artificial 
intelligence. This paper seeks to set forth a practical and 
measurable standard for identity-driven algorithms that may 
be used to improve internal ethical posture as well as to 
foment comparison between existing implementations of ar-
tificial intelligence across various industries. Five different 
ethical axes are examined, and a graphical format is propo-
sed to show improvement over time and to compare relative 
strengths and weaknesses between algorithmic implementa-
tions. This paper holds that an ethical approach to artificial 
intelligence has five key axes: (1) well-being, (2) accountabi-
lity, (3) transparency, (4) fairness, and (5) user data rights.

2. Use Case

I. Recent Ethical Approaches to the use of Artificial Intelli-
gence
Organizations such as IBM, the IEEE, and the EC’s AI 
HLEG have documented the application of ethics to artifici-
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al intelligence, and they have provided a sound foundation 
to draw from. The five axes chosen as core to an ethical 
approach to artificial intelligence are shared by all three of 
these initiatives, with varying emphasis on each of them. 
For example, the IEEE calls out the impact of effectiveness 
misuse, and competence of a solution and provides a list of 
resources for further investigation. The AI HLEG provides 
a tiered model that describes how ethical principles trans-
late into more practical activities. IBM’s design-emphasis 
emphasises the importance of establishing ethics as a key 
part of a solution’s design, rather than being an afterthought.

The five axes chosen in this paper reflect common ele-
ments of these approaches; by consolidating them into these 
five areas, visualization of a solution’s current ethical stan-
ding is simplified and a convenient structure to recommend 
tools and open-source resources emerges.

II. Ethical Maturity Graph
Any analysis or evaluation is only useful if it is easily 
understood by its intended audience. To that end, a radar 
chart (Fig. 1) is utilized to communicate the evaluation of 
any particular use of artificial intelligence and its associated 
algorithms. This allows for a means of evaluating both past 
ethical progress and the relative strengths or weaknesses 
of a particular implementation. Each of the five axes are 
evaluated and then plotted on a radar chart for quick visual 
comprehension (the center of the graph connotes complete 
ethical immaturity for that axis):

Figure 1: Ethical Maturity Graph

Since every organization seeking to utilize technology in 
an ethical manner may have requirements or needs unique 
to them, the creation of this graph is a process involving 
self-evaluation. At the same time, it is important to note that 
there are common processes and tools by all practitioners 
that are helpful for the evaluation of each axis.

It is the goal of this paper to standardize an approach, 
with easily accessible tools, and thus begin to create a 
practical method for ethical evaluation and comparison. To 
this end, each axis is examined, with important processes 
and best practices identified. Where possible, open-source 
tools or readily available techniques are highlighted, and a 
concise guide for self-evaluation along that particular axis is 
provided.

III. Ethical Axes and Evaluation

a. Well-Being
The first tenet of a practical ethical approach is that artifici-
al intelligence must put human well-being first. This is not 
normally controversial assertion. The question, then, is what 
the term “well-being” signifies. Certainly, there is a core of 
universal truth that grounds well-being, as expressed in the 
Hippocratic oath: “do no harm,” but the concept must invol-
ve more than a mere defensive approach.

The previously cited case of Tarra Simmons is a pri-
me example: whose well-being should be prioritized? Ms. 
Simmons’, who should be given a second chance and had 
potentially proven that she was different now? Or “society 
at large,” which might be negatively affected should she be 
imbued with legal power? Difficult choices must be made; to 
protect one class, another may be negatively impacted.

Determining well-being is no less tricky when develo-
ping artificial intelligence systems, as well-being is nuan-
ced and often culturally dependent. This means exploring 
and documenting the interplay of interests for all parties. 
There may not be clear cut answers for difficult issues, but a 
methodological approach is essential for understanding the 
impact of decisions made in development of new solutions.

Using a tool known as an “ethics canvas,” these choices 
and outcomes may be explored and centrally documented 
[8]. Identification of the affected individuals, their relations-
hips, and worldviews help to give concrete insight into what 
groups might be in conflict and what trade-offs are being 
implicitly agreed to with each decision or implementation 
choice. This allows for all participants — from designers to 
implementers — to contemplate the ramifications of their 
decisions, and to embed a mindset that seeks to underscore 
the morality of their actions more clearly. This central do-
cument establishes the ethical standard that all participants 
agree to abide by; it is a guiding force throughout the rest of 
the process. Fig. 2 provides a guideline for evaluating where 
an organization falls on the well-being axis:

Figure 2: Well-Being Axis Evaluation

b. Accountability
Once the ethical choices are laid out using the ethics canvas 
above, organizations must ensure that they are accountable 
for meeting the newly documented ethical standard. This is 
done in two primary ways. First, all ethical decisions must 
be documented as solutions are designed and architected. 
This encourages designers, architects, and implementers to 
make choices that are ethical and provides a documented 
record of why each choice was made. Second, a feedback 
loop must be built into the solution so that the end users 
(those directly impacted by the technology) have a method 
for holding the designers and creators of artificial intelligen-
ce systems accountable as well.

Documenting past choices reinforces the notion of 
responsibility for those decisions, something that is far too 
easily abdicated. Previous studies have found that as techno-
logy emerges, humans become more reliant on the techno-
logy rather than their own faculties. An easy illustration of 
this occurred as mobile devices became popular: before the 
rise of the mobile phone, most people had at least a score of 
numbers committed to memory to enable them to call fri-
ends and family. Subsequently, they relied on their devices 
— technology — to provide that number recall function. 
Research has shown that this process is writ large across 
society: technology such as search engines and the internet 
have shifted recall from the actual content (phone numbers, 
key facts, dates and locations) to the location to find that 
content online [9]. In short, that memory function has been 
abdicated to technology. There is an inherent danger that the 
rise of artificial intelligence will lead humanity to abdicate 
ethical choices, merely remembering “who to ask” rather 
than being held accountable for the decisions themselves. 
Documenting choices compels technologists to remember 
that choice (and its consequences) lies with them.

Accountability is more than internal processing, though. 
Giving those impacted by artificial intelligence provides 
essential feedback, illuminating the true effect of an algo-
rithm. Features that allow comment and complaint into our 
systems in ways that are easy to use are not optional. Far 
from being an “add-on”, this is a requirement for accounta-
bility — if the goal is fairness, then those who feel that the 
decisions are unfair must be able to register their complaint. 
Fig. 3 provides a guideline for evaluating where an organiz-
ation falls on the accountability axis:

c. Transparency

Figure 3: Accountability Axis Evaluation

For users to hold practitioners accountable, however, the 
reasons for those decisions must be transparent to those 
end users. True transparency not only answers the question 
of why, but it breaks down the how in a simple way. When 
applying this to artificial intelligence, it is critical to use 
language that is easily understandable to the end user, as 
technical jargon can quickly become complex. Imagine 
trying to explain why bubbles are round to a three-year-old 
child. A parent realizes that explaining the spherical shape 
via formal math is beyond the reach of their child, and so an 
alternate explanation is used. (This mental exercise is left to 
the reader.) Rather than burdening them with information, 
the parent seeks to equip the child to understand the world 
in useful, easy to understand ways.

With some forms of artificial intelligence, this simplicity 
is more easily achieved than others. Take machine learning, 

for example — how can one know what factors an outco-
me was based on when the artificial intelligence learns for 
itself? One way to do this is to use open source such as 
the Local Interpretable Model-Agnostic Explanations tool 
(LIME) (Fig. 4) [10], which can help identify the reaso-
ning and essential factors for why a particular solution was 
chosen as the right one. Once the key features are identified, 
they may then be communicated to the end user (and the cre-
ators of the solution as well) so that they understand why the 
system chose that particular answer.

Figure 4: LIME tool for identifying features. Taken from [10].

This transparency is more than just disclosure for disclo-
sure’s sake — it builds trust in artificial intelligence itself. 
Artificial intelligence that can explain itself binds machine 
learning to human learning — as humans learn the reasons 
behind identity-related decisions, they can learn to make 
better choices themselves. At the same time, humans can 
correct mistakes within the artificial intelligence’s choices. 
Thus, both human and machine learning are locked into 
a virtuous loop. Fig. 5 provides a guideline for evaluating 
where an organization falls on the transparency axis:

Figure 5: Transparency Axis Evaluation
 

This transparency has another benefit, however – it improves 
the ethical standing of the well-being axis by revealing any 
biases that have emanated from either the original dataset or 
the algorithm used by the artificial intelligence solution. In 
short, transparency ensures fairness.

d. Fairness
For artificial intelligence to promote fairness, it must expose 
its own biases. Detection is successful only when the full 
range of bias is understood, and organizations such as IBM 
have helpfully provided a taxonomy of bias [5], ranging from 
bias due to doing too much, too quickly (shortcut bias) — to 
false assumptions of sound judgement (impartiality bias) — 
to more direct prejudices (self-interest bias).

Identifying bias is sometimes straightforward, such as 
when an obviously flawed algorithm is clearly biased, even 
to outsiders with little knowledge of the system. These issu-
es can be rapidly addressed and accounted for.

In other instances, it is more nuanced, and must be dis-
covered through diligent examination of both the input data 
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1 �Fairness-related tools include Aequitas, AIF360, Audit-AI, FairML, Fairness 
Comparison, Fairness Measures, FairTest, Themis™, and Themis-ML.

and the process by which the machine learning assimilates 
and learns from that data set. Hiring or salary determination 
algorithms that use historical data, which tend to depress 
the value of women in the marketplace [11], are a well-
known example of this. These biased data sets reflect past 
cultural trends in which fewer women advanced as far in 
their careers as their male colleagues, due to familial roles 
or even past cultural stereotypes. This poor data becomes a 
self-fulfilling prophecy that locks women into the patterns 
of the past.

To assist in this process, there are various open-source 
tools1 that can assist in identifying biases and their preva-
lence both within an algorithm and its underlying data. The 
open-source bias audit toolkit Aequitas [12] bears special 
mention, as it includes python libraries, a command line 
tool, and a web- based audit tool that may be used to show 
ethical progress over time. These tools can quantify fairness 
for an individual algorithm, and may also be used to show 
the discrepancies in bias between various model or other im-
plementation options. Fig. 6 provides a guideline for evalua-
ting where an organization falls on the fairness axis:

Figure 6: Fairness Axis Evaluation

What is really called for, though, is not merely algorithmic 
balance or a cleansing of bad data, but inclusion on a gran-
der scale. A recent study indicated that only 18% of speakers 
at AI conferences [13] and only 20% of AI professors are 
women [14]. When historically disenfranchised groups lack 
a voice in the formation of AI systems, biases in the data 
remain uncorrected and the result is likely to perpetuate the 
institutionalized bias that must be eradicated. For bias to be 
addressed, diverse voices are needed to conduct research, to 
speak at conferences, and to lead the next wave of artificial 
intelligence development.

These various tenets of an ethical approach to artificial 
intelligence discussed thus far: well-being, accountability, 
transparency, and fairness – rely on a foundation of user 
data rights.

e. User Data Rights
The other tenets of ethics find their true expression in user 
data rights. Rather than a nice to have, privacy and control 
over the data that comprises identity is recognized as a fun-
damental human right. Article 12 of the Universal Decla-
ration of Human Rights, adopted in 1948 by the General 
Assembly of the United Nations states, “No one shall be 
subjected to arbitrary interference with his privacy, family, 
home or correspondence, nor to attacks upon his honour and 
reputation. Everyone has the right to the protection of the 
law against such interference or attacks.” Over 160 countries 
have either enacted data privacy laws or are in the process 
of doing so, further reinforcing that the right to control of 
personal attributes and data is universal [15].

Technology that supports data user rights should be an 
automatic inclusion for anyone seeking to use identity and 
personally identifiable data in the creation of artificial intel-
ligence solutions. These include standards that grant the user 
control over the use of their data as in the case of both User 
Managed Access (UMA) and consent management, as well 
as techniques that ensure personal data cannot be associated 
with individuals (data anonymization, pseudonymization, 
and differential privacy.) These techniques and tactics provi-
de the firm grounding on which the ethical standards can be 
fulfilled. Fig. 7 provides a guideline for evaluating where an 
organization falls on the user data rights axis:

Figure 7: User Data Rights Axis Evaluation

IV. Utilizing the Ethical Maturity Graph
Once a self-audit is completed, then the ethics of the algo-
rithm over time may be visualised:

Figure 8: Initial Assessment

Figure 9: Secondary Review

In the figure above, a hypothetical organization already 
using AI completes the initial assessment in fig. 8. Well-
being has been assumed rather than formally documented, 
resulting in a low score, and accountability is non-existent 
since it is unclear what the solution should be held accoun-

table to. Later assessment finds that after work with an 
ethics canvas, the well-being and accountability score has 
improved; however, use of various tools increase transpa-
rency but also reveals previously unforeseen biases that 
weaken the assessment of fairness. Objectivity, however, 
is difficult. The recent emergence of open-source tools 
that give insight into algorithms (e.g. fairness) is helpful, 
but  organizations still face challenges in quantifying more 
ineffable qualities such as their users’ understanding of 
choices made by these systems.

The goal, then, must be improvement over time — to 
be more aware of the impact of AI on human well-being, 
to be working for accountability internally and externally, 
to be increasingly transparent with our decision making, 
to be seeking out other voices that might go unheard, and 
to be using standards to improve how user data rights are 
protected.

True ethical advancement requires, however, that the 
journey not be a solitary one. By being able to compare 
various algorithms, their data, and how they are imple-
mented, practitioners can begin to learn from one another. 
Lessons learned by one organization can be rapidly spread 
throughout the community, advancing the cause of ethics 
and embedding a morality-based mindset in the next wave 
of solutions.

Projecting several analyses of artificial intelligence and 
their algorithms on a single ethical maturity graph rapidly 
shows the relative strengths and weaknesses of each in an 
intuitive, visual way:

Figure 10: Ethical Maturity Graph: Multiple Algorithms

Rather than abstract discussions that are often vague, a 
visual representation of the ethical status of an algorithm 
provides a framework to facilitate interaction and allow for 
productive learning between organizations.

3. Conclusion
This paper has sought to further the cause of ethics within 
artificial intelligence by identifying a practical and mea-
surable ethical standard, facilitated by readily available 
tools, for those involved in designing, directing, creating, 
and administering the next wave of technology. This 
standard was accompanied by a visual representation that 
rapidly communicates the ethical evolution of an algorithm, 
as well as highlighting the discrepancies between diffe-
rent solutions. The proposed standard is meant to further 

discussions between all who seek to embrace the next wave 
of technology.

Establishing and following an ethical standard for using 
artificial intelligence — before developing the technology 
or a specific use case — is essential. In Ms. Simmons’s 
case, the Supreme Court of Washington ruled in her favour 
and that she had demonstrated a change in her life for the 
better. She had made a clean break with her past; she was 
fundamentally different than she was before. As we race to 
embrace new technology and sources of data, and assume 
that with enough data, anything is predictable, we would do 
well to remember what the court wrote in their judgement 
[16]:

“We affirm this court’s long history of recognizing the 
one’s past does not dictate one’s future.”

Past patterns in aggregate can be helpful, but we must 
not lose sight of the individuals involved in the systems we 
build. Lest we be seduced by the power and potential of 
technology, we must not allow it to outpace our ethics – in 
short, we must strive to use artificial intelligence with our 
humanity intact.
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Strategic change management is one of the crucial fields of 
cost analytics in the automotive industry. Here, one import-
ant task is to explore potentials and propose measures to 
reduce costs of parts in the product development process. 
This is usually done within cost engineering and controlling 
departments of car manufacturing companies. The costs 
of part modifications are analyzed and specified usually by 
complex calculation methods based on a lot of input parame-
ters describing the properties of a specific part. The calcula-
tion processes are mostly executed bottom-up. This means 
that  the cost of a part is determined by going through many 
attributes and assigning and accumulating the corresponding 
cost estimations. These attributes comprise features of CAD 
designs, built-in materials as well as production sequences.  

That is why the traditional calculation processes are 
effortful and time consuming. In addition, they are predomi-
nantly carried out manually with the help of simple calcula-
tion software like spreadsheets. Actually, Machine Learning 
(ML) algorithms and models are occupying center stage to 
cope with this problem and make the process more efficient. 
The overall goal is to predict costs of parts in the early phase 
of the product development process. In this early phase the 
expenditure of part modifications is low, but detailed in-
formation on the structure of the part is scarce. Machine 
Learning models are expected to be able to learn from a large 
amount of historical data and predict costs without using 
bottom-up calculation formulas. Also, Machine Learning 
algorithms are expected to find out the most influencing 
technical and economic parameters and in this way are able 
to reduce the considered input data to factors that are at hand 
in the early stage of the development process. 

The figure below outlines the procedure model of a series 
of studies that has been conducted at a large automotive 

manufacturer in the state of Bavaria, Germany. These studies 
aim at developing different ML models to predict modifica-
tion costs of automotive parts in an efficient way by learning 
from historical calculation data and results. The investiga-
ted ML models comprise Multilinear Regression, Artificial 
Neural Network, Support Vector Regression, Decision Tree, 
Random Forest, and k-Nearest Neighbor. 

The developed ML models have been applied to a sample 
of use cases with given input parameters but unknown cost. 
In parallel, the use cases have been calculated traditionally 
and manually to provide traditional cost estimations. The 
ML models are then assessed and compared in regard to 
their predictive power and accuracy. At the same time, it is 
looked at the reduced input parameter set used and investiga-
ted how those input parameters can be obtained in the early 
phase of product development. The ML applications will be 
demonstrated and the results of the comparative studies will 
be explained. 

Machine Learning 
Based Cost Engineering 
of Automotive Parts – 
Lessons Learned
Frank Bodendorf, Jörg Franke

Self-learning Artificial Intelligence improves production 
quality in complex variant production:

Despite all quality checks during production, there are 
negative end of line tests. Even a small percentage is too 
much if you consider 11,000 products / day. Therefore, 
self-learning Artificial Intelligence discovers complex root 
cause in high variant production process. Thus, workers can 
stop disturbing factors, responsible for minor quality. Espe-
cially in 24 / 7 production, it is crucial to quickly discover 
and remove root cause for minor product quality.

Initial Situation
An international automotive supplier produces 11,000 car 
components daily in one plant, having 700 product variants. 
Each product which can consist of up to 600 parts is 100% 
tested in every technical detail before shipment. Although 
critical production process steps are checked again and 
again, and only those components continue following pro-
duction line processing, which meet specification, there are 
test failures at end of line testing.

Project Description
The international automotive supplier ś intention with this 
digitalization approach is to deliver fast information to peop-
le who are responsible for decision processes to keep a plant 
in an optimal output with high quality products.

Solution
Self-learning Artificial Intelligence solution Predictive In-
telligence discovers root cause for minor quality in a reliable 
and fast way. Speed is important because production runs 
24 hours / 7 days a week. The sooner the real reasons for 
mal-functions are discovered, the sooner activities can be 
implemented to avoid bad quality. This saves a lot of time 
and reduces significant waste. The target is to reduce waste 
in certain manufacturing domains by 20%. The key success 
factor is the fast detection mechanism within the production 
chain delivered by Artificial Intelligence.

Complex root-cause findings can be reduced from several 
days to hours.

Figure 1: Self-learning Artificial Intelligence: Predictive  
Intelligence

Industry 4.0 –Aspects
End to end production process data is available in a data 
lake. This traceability is used by self-learning Artificial 
Intelligence algorithms to discover root cause for minor qua-
lity or waste. Continuous learning ensures that AI solution 
continues to be reliable, even though, production processes 
are changed.

Standardization Approach
Thanks to self-learning algorithms, which are realized by 
Artificial Intelligence, this is a highly scalable solution, even 
for other complex production processes with high variations.
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Using Existing 
Reinforcement 
Learning Libraries 
in Multi-Agent Scenarios
Carsten Hahn, Markus Friedrich

We propose an architecture enabling reinforcement learning 
libraries implemented for the single-agent case to be used in 
multi-agent scenarios. For this, we start each agent in a separate 
process and propose measures for process communication and 
synchronization. We compare our approach to the case where 
only a single agent is trained and its policy is distributed to all 
other homogeneous agents. Despite the non-stationary nature of 
the problem (other agents change their policy while one agent 
tries to find its best behavior in response), we show that our 
parallel architecture is able to learn a policy which outperforms 
policies found with the aforementioned policy distribution 
approach. We can explain this effect by the increased amount 
of training data per time step generated by multiple parallel 
learning agents in the simulated environment. Furthermore, we 
show that due to the parallelism of our architecture the number 
of steps done per time unit increases during the evaluation of 
the policy.

 1 Introduction
In this paper, we propose an architecture for the extension 
of existing single-agent reinforcement learning libraries to 
support multi-agent scenarios. As mentioned in [7], multi-agent 
reinforcement learning yields a more natural decomposition of 
some problems as it is sometimes more efficient to model each 
individual in the environment as a separate agent instead of a 
single monolithic agent which observes and controls the whole 
environment. By this, an agent’s observation, respectively ac-
tion space is limited by the components it can actually perceive 
or control which is a far more realistic approach. Moreover, this 
enhances the scalability as the action and observation spaces of 
multiple simple agents have lower dimensionality compared to 
these of a single monolithic agent. The limited observation and 
action space of the simple agents also makes it possible to easi-
ly increase their number. Additionally, with multiple individual 
agents, the amount of training data of the environment generat-
ed per step increases.

The paper is structured as follows: Section 2 introduces the 

multi-agent reinforcement learning scenario that is considered 
in this paper as an example use-case. Section 3 discusses re-
lated approaches that were proposed for similar scenarios. Our 
architecture is described in Section 4. This is followed by its 
evaluation in Section 5 and a conclusion in Section 6.

2 Scenario
In this work, we exemplarily consider a predatorprey scenario 
in which multiple autonomous agents have to flee from a preda-
tor. It was already used in [5]. The agents shall learn to survive 
as long as possible before being caught. The predator acts on 
a static policy by following the nearest agent. In this scenario, 
the agents are selfinterested and each agent has its own reward 
signal depending on whether or not the agent has survived the 
last time step. This eases the credit assignment problem which 
occurs in cooperative multi-agent reinforcement learning as it 
is sometimes unclear how much a single agent contributed with 
its action to the achievement of the cooperative goal.

The environment is depicted in Figure 1 with the homoge-
neous agents in green and the predator in orange. All individ-
uals can move freely in the two dimensional space. The space 
wraps around at the edges meaning that an agent leaving the 
space at the left border re-enters it on the right. The agents 
move with fixed speed and are able to influence their movement 
direction through their actions. The observation of an agent is 
restricted to itself, the predator and the n nearest neighboring 
agents. For every observable individual, the agent observes the 
euclidean between to the individual, the angle the agent would 
have to turn to face towards the observed individual and the 
absolute orientation of the entity in the environment.

3 Related Approaches
One approach to solve the described scenario could be to train 
a single monolithic agent which can observe and control every 
individual in the environment with reinforcement learning 
designed for single-agent use-cases. Assuming each individual 
has a different actions, then the combination of these actions 

(joint action) grows exponentially with the number of agents n: 
an. Thus, this approach does not scale well with the number of 
agents.

Egorov [4] proposes an approach for multi-agent reinforce-
ment learning in which in a group of homogeneous agents, only 
one agent learns with DQN [10] while the other agents keep 
their policies fixed. After a certain number of iterations, the 
policy learned by the training agent is distributed to all other 
agents of its type.

Approaches exist for multi-agent reinforcement learning 
with implicit weight sharing between the policies or explicit 
communication between the agents in order to account for the 
non-stationarity of the problem. RLlib is a software library [8] 
which comes with implemented algorithms for the singleas well 
as for the multi-agent case and tries to ease the implementation 
of multi-agent algorithms through composable components, 
shared policies, hierarchical control and efficient parallelism. 
However, RLlib is quite sophisticated and complex and we 
argue that there are cases in which single-agent reinforcement 
learning algorithms can be easily expanded to the multi-agent 
case. We will present our architecture for this in the next sec-
tion.

4 Multi-Agent Architecture
Reinforcement learning typically consists of an agent taking 
actions in an environment (based on the observed state of the 
environment) and receives a reward (depending on how useful 
its action has been) as well as an observation of the new state 
of the environment. OpenAI Gym [3] is a toolkit for devel-
oping and comparing reinforcement learning algorithms. It 
offers multiple environments which expose an interface that 
follows the previously described schema. An agent interacts 
with these environments by calling a step(action)-method 
with an action-parameter, which returns an observation of the 
new environment state as well as a reward. OpenAI Gym is 
designed for single-agent reinforcement learning and there are 
multiple reinforcement learning libraries like Keras-RL [11] or 
Tensorforce [6] which come with pre-implemented algorithms 
following this interface.

In our considered scenario with self-interested agents which 
try to avoid being caught by a predator, it would be possible 
to train only one agent and copy its learned policy to the other 
agents, for example after each episode (as shown in [5]). This 
eases the problem on the non-stationarity as n − 1 agents are 
static while one agent tries to find the best response to the 
behavior of the others (and the present predator of course) 
which leads to an emergent swarm. The described scenario can 
be straightforwardly implemented with existing reinforcement 
learning libraries and an environment that exhibits the OpenAI 
Gym interface as outlined in Figure 2.

If not all agents should follow a single copied policy, a 
monolithic learner which sees and controls all agents could 
be used. But a far more natural decomposition of the prob-
lem would be to train all agents in parallel although it has the 
property of non-stationarity. In the following, we will present 
an architecture that expands libraries for the single-agent case 
like Keras-RL or Tensorforce to multi-agent scenarios. This is 
done by starting multiple agents which concurrently invoke the 

environment’s step(action)-method which makes synchroniza-
tion of the agents necessary.

Keras-RL or Tensorforce come with preimplement rein-
forcement learning algorithms like DQN [10] or DDPG [9]. 
These algorithms use artificial neural networks to express their 
policies respectively to approximate the value of stateaction 
-functions. The neural networks are again implemented in Ten-
sorflow [2] (possible as well in Theano [12] in the case of Keras 
RL). The Tensorflow Graphs Class is not thread-safe which 
makes it difficult to start each parallel agent in its own thread 
(in a shared memory space) as outlined in Figure 4. This would 
only be possible by starting a Tensorflow session respectively 
its own computational graph for each agent’s neural network 
which makes changes in the pre-implemented libraries neces-
sary and breaks the intended encapsulation.

This is the main reason for running each agent as well as 
the environment in a separated process (see Figure 3). In our 
architecture, all agents concurrently execute the environment’s 
step(action)method with an action chosen based on their 
currently learned policies. This concurrent access on shared 
resources (the environment) requires synchronization no matter 
if threads or, as in our case, separated processes are used. 

Figure 1: Six different states of the environment.

Figure 2: Architecture with a duplicated policy.
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The synchronization is done in the step(action)-method and is 
explained later on. Before that, the communication between the 
separated processes is discussed.

4.1 Interprocess Communication
As we decided for separate processes for each agent and the 
environment itself in order to use Tensorflow or Theano in sep-
arated memory spaces, there is a need for interprocess-commu-
nication to pass the actions from the agents to the environment 
and individual rewards and observations from the environment 
back to the corresponding agents.

For this, we propose an extra abstraction layer implemented 
as an adapter design pattern which handles the communication 
between an agent and the environment. This decouples the 
agent and the communication logic which is now completely 
transparent. The agent, respectively the preimplemented rein-
forcement learning algorithm, only interacts with the adapter 
and still follows the step(action)-method interface as required 
by OpenAI Gym which does not break existing implementa-
tions. We propose pipes for interprocesscommunication but 
other communication schemes like message queues or sockets 
would be possible as well.

The environment adapter’s source code is depicted in List-
ing 1. An object of this class is given to each agent. It mimics 
an environment with an interface like OpenAI Gym and does 
the interprocess communication between agent and environ-
ment process by using a bi-directional pipe.

Listing 1 also shows some special communication which is 
further explained in the following section.

4.2 Synchronization
The synchronization inside of the step(action)method makes 

use of the blocking read feature of pipes in Python [1] respec-
tively Linux. An environmental step is executed if and only 
if all agents have sent their actions for the next step. This on 
the other hand means, that all agents have to act on the same 
timescale which is a reasonable assumption since we talk 
about homogeneous agents. It also implies that the environ-
ment gets stuck if one agent stops its execution before others. 
This particular behavior can be circumvented by de-register-
ing agents from the environment if their execution has been 
stopped (see Listing 1). This kind of signaling is also used for 
resetting an agent. In OpenAI Gym environments, an agent 
calls the reset-method in order to reset the whole environment. 
In our architecture, however, a reset is a special action “−1” 
sent to the environment which only resets the agent itself. The 
real environment on the other hand, can send a so-called done 
flag “−1” to the agent in order to end its execution.

The agent’s environment adapter receives a new observation 
and reward value through the duplex pipe after sending a reset 
indication or an action and passes these to the agent. An agent 
receives its observation after the actions of all agents have been 
executed in the environment. An alternative approach would be 
to send the observation of the environmental state to an agent 
right after its action has been executed which would result in 
a more sequential flow of execution. The agent’s environment 
adapter is blocked until new data has been received from the 
environment and so is the agent itself.

5 Results
In order to evaluate the performance of our proposed architec-
ture, we first measured the number of steps that the environ-
ment executes per second. This was done in comparison to the 
architecture depicted in Figure 2 in which only one agent is 

Figure 3: Architecture with agents as processes.

trained and its policy is distributed to all other agents after an 
episode ends. This strategy of policy distribution will be called 
“Clone” in the following experiments. Our approach of running 
multiple agents in parallel in distinct processes (as depicted 
in Figure 3) will be called “MultiProcess”. The comparison is 
done in the training stage as well as in the test phase in which 
the trained policy is evaluated. All experiments were done 
on an Intel® CoreTM i7-5600U CPU which has two CPU cores 
and is able to execute four threads in parallel through Hy-
per-Threading.

Figure 5 shows the steps that are executed by the environ-
ment in case of 10 agents either training or only evaluating 
their policy. It is visible that during the training, more steps 
per second are executed for the “Clone”-strategy compared to 
the “Multi-Process”-strategy. But one has to keep in mind that 
in the latter case, 10 agents are trained in parallel instead of a 
single one (whose knowledge is distributed to the others) which 
altogether results in more training examples to learn from. 
During the execution of the learned policy (test) the “Mul-
ti-Process”-architecture clearly outperforms the “Clone”-archi-
tecture as it can exploit multiple processor cores without much 
synchronization overhead.

With 50 agents present in the environment (see Figure 
6), the steps per second decline but the proportions between 
“Clone” and “Multi-Process” in training and test stay roughly 
the same. Of course, the “Multi-Process”-architecture would 
have benefited from a higher number of processor cores.

When training multiple agents in parallel (which breaks the 
Markov Property assumed for common reinforcement learning 
approaches), one has to investigate whether sensible behavior 
has been learned. Once again, the environment comprises of 
multiple agents which are trained to avoid being caught by 
a predator that might be distracted by multiple agents in its 
vicinity. For the case that the learned policy of one agent is 
distributed to all others (“Clone”) it has been already shown in 
[5] that a sensible behavior is learned as the agents tend to form 
a swarm in order to increase their survival chances. In Figure 7 
the average survival time of agents trained in different architec-
tures are depicted (with 10 agents in the environment). For the 
“Clone”-architecture, 100 training runs with different param-
eter settings were conducted and the best policy (in terms of 

class EnvironmentAdapter():
   def __init__(self, real_env, env_connection):
      self.action_space = real_env.action_space
      self.observation_space = real_env.observation_
space
      self.env_conn = env_connection # duplex pipe to 
the env
   
   def reset(self):
      observation, _, done, _ = None, None, None, None
      if self.env_conn.poll():
         observation, _, done, _ = self.env_conn.recv()
         if done == -1:
            sys.exit()
         else:
            raise Exception(‚There should be nothing to  
                             receive before we send 
reset‘)
      
      self.env_conn.send(-1)
      observation, _, done, _ = self.env_conn.recv()
      if done == -1:
         sys.exit()
      return observation
      
   def step(self, action):
      observation, _, done, _ = None, None, None, None
      if self.env_conn.poll():
         observation, _, done, _ = self.env_conn.recv()
         if done == -1:
            sys.exit()
         else:
            raise Exception(‚There should be nothing to  
                             receive before we send an 
action‘)
      
      self.env_conn.send(action)
      observation, r, done, info = self.env_conn.recv()
      if done == -1:
         sys.exit()
      return observation, r, done, info
   
   def deregister(self):
      self.env_conn.send(-2)
      
   def render(self, mode=‘human‘, close=False):
      pass

Listing 1: Python source code of the environment adapter

Figure 4: Architecture with agents as threads.
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survival time) yields an average survival time of 599 steps. We 
also trained agents in parallel with our proposed architecture. 
For this, also 100 different training runs were executed which 
resulted in 1000 trained agents. We evaluated the performance 
of the agents that were actually trained together in a mutual 
run as a “team”. These teams perform not that good, as the 
average survival time of an agent in the best “team” is only 238 
steps. This is because in these teams, some agents learn quite 
sophisticated behavior patterns, like hiding from the predator 
behind other agents, while some agents in the team do not learn 
anything sensible and only turn around themselves. However, if 
we consider the average survival time of each individual agent 
trained in the “Multi-Process”-architecture (Figure 3), search 
for the best overall agent and distribute its learned policy to 
each other agent in the environment (like in the “Clone”-ar-
chitecture in Figure 2), it results in a team with an average 
survival time of 675 time steps per agent. This outperforms the 
best survival time found in the “Clone”-architecture by 13%.

6 Conclusion
In this work, we proposed an architecture for the usage of 
libraries designed for single-agent reinforcement learning in 
a multi-agent case, as the decomposition into multiple autono-
mous agents is quite natural for many problems. We considered 
an example scenario in which multiple selfinterested agents try 
to escape from a predator in order to survive as long as possi-
ble. In our architecture, we propose to run multiple agents in 
parallel on this scenario in comparison to train only one single 
agent and copy its policy to all others. In our experiments we 
could find a behavior policy for the agents, which yields an 
about 13% higher survival time compared to the “Clone”archi-
tecture. Moreover, our parallel architecture shows better per-
formance in the execution phase (after training) compared to 
sequentially evaluating a single policy for multiple agents. This 
could be enhanced even further on hardware with more CPU 
cores, resulting in a higher degree of parallelism. Justifiably, 
our experiments also prove that the training of multiple agents 
in parallel is slower than the training of only a single agent 
(with its policy being distributed to all others). However, again, 
this would benefit from a higher number of CPU cores.
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Figure 5: Steps per second of the environment with 10 agents 
present, either during training or test of the policy.

Figure 6: Steps per second of the environment with 50 agents 
present, either during training or test of the policy.

Figure 7: Average survival time of an agent with 10 agents 
present in the environment.

Towards a Semantic 
of Intentional Silence 
in Omissive Implicature
Alfonso Garcés-Báez, Aurelio López-López

In human communication, we often face situations where 
decisions have to be made, regardless of silence of one of the 
interlocutors, i.e. we have to decide from incomplete informa-
tion, guessing the intentions of the silent person. Implicatures 
allow us to make inferences from what is said, but we can also 
infer from omission, or specifically from intentional silence in 
a conversation. In some contexts, not saying p generates a con-
versational implicature: that the speaker didn’t have sufficient 
reason, all things considered, to say p. This behavior has been 
studied by several disciplines but barely touched in logic or 
artificial intelligence. After reviewing some previous studies 
of intentional silence and implicature, we formulate a seman-
tics with five different interpretations of omissive implicature, 
in terms of the Says() predicate, and focus on puzzles involv-
ing assertions or testimonies, to analyze their implications. 
Several conclusions are derived from the different possibilities 
that were opened for analysis. Finally, we suggest a general 
strategy for the use of the proposed semantics.

1 Introduction
In human communication process, we often face situations 
where decisions have to be made regardless of omission or in-
tentional silence of one of the interlocutors, doing implicatures, 
as often occurs in every day dialogues. The conversational im-
plicature is a potential inference that is not a logical implication 
and is closely connected with the meaning of the word “says”, as 
explained in [8]. A formulation of implicature goes as follows, 
with S the speaker and H the hearer (also referred as addressee) 
[15]. S conversationally implicates p iff S implicates p when:
1. �S is presumed to be observing the Cooperative Principle 

(cooperative presumption);
2. �The supposition that S believes p is required to make S0s 

utterance consistent with the Cooperative Principle (deter-
minacy); and

3. �S believes (or knows), and expects H to believe that S 
believes, that H is able to determine that (2) is true (mutual 
knowledge).

Where the Cooperative Principle (CP), as introduced by Grice 
[8], consists of the participants making their conversational 
contribution as required in the scenario in which this occurs 
for the accepted purpose of the speech exchange.

We also have to make decisions, possibly with implica-
tures, from incomplete information, guessing the intentions of 
the person in case of an omission or intentional silence. In this 
direction, Swanson [11] defines Omissive implicature as: “In 
some contexts, not saying p generates a conversational impli-
cature: that the speaker didn’t have sufficient reason, all things 
considered, to say p.”

This phenomenon has been studied by several disciplines 
but barely touched in logic or artificial intelligence despite 
being an intelligent behavior in everyday human exchange. To 
the best of our knowledge, there is not an approach to formal-
ize the use of omission or intentional silence in implicatures, 
in terms of logic, where the closest attempt was an “informal” 
logic in [9].

This paper offers a first logical approach to the study of 
omission or intentional silence in implicatures, analyzing 
the implications of five different interpretations of omission 
derived from two types of silence. For the analysis of these 
interpretations, we take as case study a couple of puzzles, for-
mally expressed and previously solved, representing assertions 
in terms of the predicate Says defined as:

Definition 1.1 Says(X,Y) expresses that the agent X asserts 
predicate Y.

From now on, we employ the term omission or intentional 
silence, indistinctly.

The main contributions of this work consist of:
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1. �Semantics for two types of intentional silencewith five de-
rived interpretations.

2. �The use of intentional silence in implicaturesfrom agent 
assertions (testimonies).

3. �Implementation of the semantics in Answerset Program-
ming.

4. �A general strategy for the application of thesemantics of 
intentional silence.

This paper is organized as follows: Section 2 shows some 
viewpoint related with the implicature and omission. Section 
3 includes the semantics of two types of silences and five 
interpretations. Section 4 describes a case study consisting 
of two puzzles, and Answer-set Programming that served to 
implement and explore the semantics. Section 5 includes the 
five interpretations and their consequences in the case study. 
We conclude in Section 6, discussing in addition work in 
progress.

2 Implicature and Omission
The interpretation of omission must be contextual. For ex-
ample, in a normal conversation, in court, intentional silence 
is interpreted in detriment of the person who is silent. The 
immediate reaction is that she hides something. For Kurzon 
[10], the silence is defined by language and points to three 
types of silence:
• �Psychological silence. This silence is unintentional, and the 

help of a decoder is necessary.
• �Interactive silence. It occurs as an intentional pause in the 

conversation allowing the other person to draw inferences 
related to the meaning of the conversation. Here, intentional 
silence is deliberate.

• �Socio-cultural silence. When silence is interpreted based on 
specific cultural codes.

The intentional silence is also a sign of group loyalty. To 
interpret intentional silence, first we have to discard the 
modal “can” that may express unintentional silence, as in “I 
can not speak” [10]. Then, intentional silence can be inter-
preted with four manners: 1) I may not tell you; 2) I must not 
tell you; 3) I shall not tell you; 4) I will not tell you. Where 
manners 1 and 2 are intentional external silences “by order”. 
And manners 3 and 4 are intentional internal silences “by 
will”.

Bohnet and Frey [2] state that the variants for the inter-
pretation of silence can be: anonymous and not anonymous, 
where the latter can be with identification and face-to-face. 
They also studied silence in the communication process, 
specifically in the context of prisoner’s dilemma.

Umberto Eco [4] suggests that from the point of view of 
semiotics, silence is a sign. In a communication scheme that 
includes the interpretation of silence in its basic form, the 
speaker has to interpret the silence that the listener sends 
with a certain intention. The sender becomes the receiver of 
silence.

Walton [13] discusses the use of Gricean implicature [8] 
in the context of testimonies in law, specially in terms of 
enthymemes, i.e. arguments with a missing premise or con-
clusion. We present here a first approach to bring implicature 

to cases with missing testimonies (silence) and a strategy for 
analysis.

The conventional (or systemic) implicature is related to 
the semantic view point for the widely understood linguistic 
meaning, and is related with the “unsaid”. According to the 
concepts expressed by Fern ández [5] related to conversation-
al and conventional implicatures, we work on the conversa-
tional implicature (i.e. on “what is said”) represented by the 
starting specification of the puzzles taken as a case study. 
On the other hand, the conventional implicature involves the 
interpretation of “what is not said”, similar to the assump-
tion of omission of statements by one or more of the agents 
involved in the case study.

2.1 A Classification of Silence
After reviewing some previous studies on implicature and si-
lence, we now detail a classification that serve to understand 
the types interpreted in this research.

Kurzon [10] proposes a first taxonomy that served to 
further development. We start from such taxonomy to 
include some contexts from our findings during the liter-
ature review as well as our proposed semantics, as Fig. 1 
illustrates. Silence is a diverse and intangible object that we 
learn to interpret within the context in which it appears. In 
this first classification, we show the following three contexts: 
Socio-cultural, in the Arts, and Interactive. Silence in the so-
cio-cultural context is related to religion or the beliefs of eth-
nic groups [1]. Silence in the interactive context or omission 
refers to what could have been said and for some reason was 
not said [11]. Silence in the arts context is related with the 
temporal arts, such as music and literature, as developed by 
Khatchadourian [9]. Interactive silence or omission can be:
• �Unintentional. The reasons for the nonintentionality of 

silence in the communicative process can be:
– �The noise. For example, the hearer could perceive a “si-

lence” because of the engine of a vehicle passing by [4].
– �The forgetfulness. When unintentionally, we give incom-

plete information.
– �Psychological. Possibly caused by a trauma.
• �Intentional. Intentional silence is sent voluntarily and inten-

tionally received [4].
– �In group. This silence occurs when several people are in-

volved in a situation or interaction and is not dialogic.
– �Face to face. This silence is dialogical, i.e. between two 

agents and intentional silence is understood as Yes, No 
[10], or something that requires clarification. This is called 
contextualized polarity.

– �Evasive. Characteristic of politicians who prefer to talk 
about anything else, instead of answering directly a ques-
tion.

The In-group silence is the context where we place our inter-
pretations, for instance in group chat or a crime case involv-
ing testimonies of several people. The defensive silence has 
two variants linked to the “right to remain silent”, the acqui-
escent silence has three variants linked with the old saying 
“silence is consent” and the pro-social silence is related to 
the silence of employees for loyalty in the context of a group 
or company [3].

 

Figure 1: Some contexts where silence appears.

3 Semantics of Silence
For our definitions, we assume the following. P is a logic pro-
gram or knowledge base, an n number of interacting agents, 
and XAi = Says(Ai, ) is all that the Ai agent Says, i.e. asserts.

3.1 Defensive Silence
This silence is an intentional and proactive behaviour that is 
intended to protect the self from external threats, described 
in [3] as follows. Withholding relevant ideas, information, or 
opinions as a form of self-protection, based on fear. Formal-
ly, we express it straightforwardly as:
Definition 3.1  is Total Defensive Silence (TDS) of Ai 
understood as:

Where (1 ≤ i ≤ n).
Definition 3.2  is Partial Defensive Silence (PDS) of 
Ai understood as:

Where (1 ≤ i ≤ n); Ai is an agent; (1 ≤ j ≤ m); with m the num-
ber of assertions pj done by Ai.

3.2 Acquiescent Silence
The next three interpretations of silence are related with the 
old saying “silence is consent”, expressing a passive disen-
gaged attitude, that is explained in [3] as follows. Acquies-
cent Silence: Withholding relevant ideas, information, or 
opinions, based on resignation. In our semantics, the follow-
ing three interpretation are based on this type of silence.
Definition 3.3  is Total Acquiescent Silence (TAS) of Ai 
understood as:

Where i  j, (1 ≤ i,j ≤ n); PAi is TDS for Ai; λ = {Aj/Ai}, and 
the operator ◦ with λ substitution denotes the replacement of 
Aj for Ai on Says subset of agent Ai.

Definition 3.4  is Partial Acquiescent Silence of Ai 
relative to Ak (PAS+) understood as:

 

Where i  k, (1 ≤ i ≤ n); Ak is the agent supported; PAi is 
TDS for Ai; λ = {Ak/Ai}, and the operator ◦ with λ substitu-
tion denotes the replacement of Ak for Ai on Says subset of 
agent Ai.

In contrast to PAS+ where an agent relies on the as-
sertions of other, the following partial acquiescent silence 
relies on the assertions of the rest of agents involved except 
another.
Definition 3.5   is Partial Acquiescent Silence of Ai 
excepting Ak (PAS-) understood as:

 

Where Aj  Ak, (1 ≤ i,j ≤ n); Ak is the unreliable agent; PAi is 
TDS for Ai; λ = {Aj/Ai}, and the operator ◦ with λ substitution 
denotes replacement of Aj for Ai on Says subset of agent Ai.

Once the semantics for the two types of silence have been 
stated, we elaborate on how to assess the consequences of 
silence in some situations, allowing to achieve implicatures.

4 Experimental Setting
Given the complication to access a collection of actual 
testimonies or dialogues where to evaluate the different 
interpretations, we recur to puzzles that include some kind of 
testimonies of agents and require reasoning for their solution.

4.1 A Poisoning
There is a puzzle taken from [14], here on referred as Poi-
soning, with the attributes to model and explore our inter-
pretations of silence. In this puzzle, a mystery related to the 
murder of a person is raised, where one can assume that an 
officer requests and records the testimony of three suspects: 
Four men were eating dinner together in a restaurant when 
one of them suddenly struggled to his feet, cried out ”I’ve 
been poisoned,” and fell dead. His companions were arrest-
ed on the spot and under questioning made the following 
statements, exactly one of which is false in each case: Watts: 
1) I didn’t do it. 2) I was sitting next to O’Neil. 3) We had our 
usual waiter today.

Rogers: 1) I was sitting across the table from Smith. 2) We 
had a new waiter today. 3) The waiter didn’t do it.

O’Neil: 1) Rogers didn’t do it. 2) It was the waiter who 
poisoned Smith. 3) Watts lied when he said we had our usual 
waiter today.

Assuming that only Smith’s companions and the waiter 
are implicated. Who was the murderer?

To find the solution of Poisoning, a matrix is used in 
[14], where possibilities are discarded while adhering to the 
constraint that only one statement (S) of each suspect is false. 
The combination of truth values False (F) and True (T), with 
no contradiction, allowing to reach the solution (O’Neil), is 
presented in Table 1.
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Table 1: Solution of Poisoning puzzle

Suspect S1 S2 S3

Watts T T F

Rogers F T T

O’Neil T F T

4.2 A Mystery
There is a second puzzle, previously modeled and solved in 
[6], that includes testimonies of different people, and also 
allows to model and explore our interpretations of silence 
and variants. In this puzzle, a mystery related to a murder is 
raised: Vinny has been murdered, and Andy, Ben, and Cole 
are suspects.
Andy said: 1) He did not do it. 2) Ben was the victim’s friend. 
3) Cole hated the victim.
Ben said: 1) He was out of town the day of the murder. 2) He 
didn’t even know the guy.
Cole said: 1) He is innocent. 2) He saw Andy and Ben with 
the victim just before the murder.
We must assume that all the people involved tell the truth 
except, possibly, the murderer (Ben in this case).

4.3 Implementation
Even though the two puzzles share some common features 
(testimonies of some agents involved in a murder), they have 
different structure requiring separate reasoning for their 
solution.

The case of Poisoning is represented for the analysis in 
terms of the predicate Says(), as previously defined, with a 
third parameter that affirms (1) or denies (0) the assertion, 
according to the original statement. This predicate is inter-
preted in the sense of Grice’s conversational implicature. The 
statements are represented as follows:

W1:says(watts;murderer(watts); 0).
W2:says(watts; sitting next(watts; oneil); 1).
W3:says(watts; new(waiter); 0).
R1:says(rogers; sitting next(rogers; smith); 0).
R2:says(rogers; new(waiter); 1).
R3:says(rogers; murderer(waiter); 0).
O1:says(oneil; murderer(rogers); 0)
O2:says(oneil; murderer(waiter); 1)
O3:says(oneil; new(waiter); 1)

From this set of statements, we can easily identify the follow-
ing contradictions: {W3,R2} ; {R3,O2} ; and {W3,O3} 

For the second puzzle, Mystery, we employed the An-
swer-Set Programming (ASP) paradigm to explore the 
implications of omission, given that is closely related to in-
tuitionist logic, i.e. based on the concept of proof rather than 
truth (previously shown in [7] for intuitionist logic). This is a 
logical programming branch that computes stable models for 
difficult problems [6], where a stable model is a belief system 
that holds for a rational agent.

Clingo (https://potassco.org/clingo/) is an implementation 
of ASP that allows to find, if there exists, the answer set or 
stable model of a logic program. Clingo is used to generate 

answer sets for the problem of a case study, and explore the 
implications of the silence interpretations formulated. Python 
is used to update the program [12].

5 Interpreting Silence in Omissive Implicature
Based on the formulation of the puzzles previously de-
scribed, we proceed to consider and explore five interpreta-
tions of intentional silence linked to such context. As defined 
in omissive implicature, the omitted predicate corresponds to 
p, assuming that at some point agent a could have uttered p, 
i.e. Says(a,p).

The first two interpretations are variants of Defensive 
Silence, i.e. an agent intentionally simply remains silent, 
mainly by fear, for which we take the Poisoning and Mys-
tery puzzles. While the remaining three correspond to 
Acquiescent Silence that is adequate for the Mystery puzzle, 
understood as asserting with silence what others have said, 
commonly by resignation. We explore in all the cases, the 
consequences of the interpretation, assuming that a particu-
lar kind of silence occurs.

5.1 Defensive Silence in Poisoning
If an agent investigating a case faces this kind of silence 
of one or more of those involved, he can not count on their 
testimonies. So, for our case study, we have to remove the 
declaration of those people, as a rule in an analysis.

So, if we ignore for a moment the central constraint of 
the puzzle (i.e. that one of statements is false), and we as-
sume that somebody decide to defend himself by remaining 
silence. Then, to proceed we have to consider each person 
giving testimony, silence him, i.e. bring into consideration a 
total defensive silence (TDS). This does not lead to a solu-
tion, given the contradictions that emerge, as shown below:
1. �When Watts is silent: {R3,O2} 
2. �When Rogers is silent: {W3,O3}  
3. When O’Neil is silent: {W3,R2} 

However, by recalling the central constraint that requires to 
consider statements in pairs, we can explore the combina-
tions, as depicted in Figure 2, for the TDS of Rogers. In this 
forest, we can observe cases where possible solutions can 
be reached, such as W1W2 with O1O2, and other leading to 
contradictions, such as W1W3 with O1O3.

 
Figure 2: Pair combinations for TDS of Rogers.

Figure 3: PDS for Statements 2 and 3 of Watts.

The main constraint of the puzzle allows devising a strategy 
based on partial defensive silence (PDS) to reach solutions. 
We have to silence one or two out of three statements, of 
each of those involved in Poisoning (i.e. 3). We will have a 
total of 216 (63) possible combinations, where one of them 
is presented in Fig. 3. However, we can reduce the number 
to 33 by taking pairs, for instance, analyzing for Watts, we 
can note that the PDS for W1 and the PDS for W2 there is no 
solution due to contradictions. On the other hand, the PDS 
for W3 does have models that include the solution to the 
original puzzle and whose path is the dotted line in the tree 
in Fig. 4, where the omitted statements are W3 of Watts, R1 
of Rogers, and O2 of O’Neil. Interestingly, a second way to 
find O’Neil as causing the poisoning emerged, by replacing 
statement R2 by R1, that is false but does not contradict any 
other statement. Notice also that the other models reached 
in the analysis (non-contradiction leaves in the tree) involve, 
besides O’Neil, to the waiter.

 
Figure 4: PDS for Statement 3 of Watts.

As a consequence of bringing the semantics of defensive 
silence, specifically PDS, in this puzzle, we reached the solu-
tion summarized in Table 2.

Table 2: Solution Models for Poisoning

Suspect S1 S2

Watts W1 W2

Rogers R1/R2 R3

O’Neil O1 O3

5.2 Two Types of Silence in Mystery
Moving now to analyze the Mystery considering the omis-
sion of testimonies, we can wonder; what would happen if 
silence with common sense is presented as a possibility? 
What conclusions the interrogator or judge can reach if some 
of the suspects decide to intentionally shut up?

If an agent investigating a case faces this kind of silence 
of one or more of those involved, he can not count on their 
testimonies. So, we have to remove the declaration of those 

people, as stated in the definition of TDS.
Applying this first rule to each person giving his testi-

mony and executing the corresponding programs, we get 
those presumable guilty. That is, as a result of the silence of 
a person, we can analyze who becomes a candidate to blame. 
The possible outcomes (guilty) when a one or more suspects 
decide intentionally to omit their testimonies are presented 
in Table 3, illustrating the right to remain silent. In this, we 
can notice that the culprit can be anyone depending on who 
decides to shut up. For the possibilities, we can comment:
1. �{} corresponds to the original scheme where nobody is 

silent, i.e. every testimony is taken into account. The only 
model for this case is Ben, as expected.

2. �When Andy is silent, the offender turns outto be either 
Ben or Cole.

3. �When Ben is silent, any of the three suspects may be 
guilty. Intuitively we can think that Ben’s silence has more 
decision capability since anyone involved can turn out as 
guilty.

4. �Cole’s silence can turn Andy or Ben guilty.
5. �With the remaining possibilities, related tomore than one 

person, any of the three involved may be guilty.

Table 3: TDS models for agent

Silent agent(s) Culprit

{} {ben}

{andy} {ben, cole}

{ben} {cole, andy, ben}

{cole} {andy, ben}

{andy, ben} {cole, ben, andy}

{ben, cole} {cole, andy, ben}

{andy, cole} {cole, ben, andy}

{andy, ben, cole} {cole, ben, andy}

We can further detail the analysis by considering PDS, for 
this variant of silence, what would happen if only part of the 
information about the case is omitted. At the atomic level, 
which of the arguments of each one of the suspects has more 
impact on their total silence? That is, we can bring into con-
sideration Partial Defensive Silence as detailed in Definition 
3.2. Here we briefly provide some results:
1. �In the Andy case, with the silence of his firstor second 

statement the culprit can be Ben, with the silence of the 
third one, Cole also appears as presumable guilty. Table 4 
details the consequences of partial silence of Andy.

Table 4: PDS models for Andy

Silenced testimony (predicate) Culprit

{says(andy, innocent(andy))} {ben}

{says(andy, hated(cole,vinny))} {ben}

{says(andy, friends(ben,vinny))} {ben, cole}

2. �Ben is the most affected with his silence, either total or 
partial since he comes out in every model, as Table 5 
shows.
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Table 5: PDS models for Ben

Silenced testimony (predicate) Culprit

{says(ben,out-of-town(ben))} {andy, ben}

{says(ben,know(ben,vinny))} {ben, cole}

3. �Cole can also decide, without incriminatinghimself, whom 
to reveal as guilty. Table 6 shows the different answers 
obtained.

Table 6: PDS models for Cole

Silenced testimony (predicate) Culprit

{says(cole,innocent(cole))} {ben}

{says(cole,together(andy,vinny))} {ben}

{says(cole,together(ben,vinny))} {andy, ben}

The second type of silence has three variants related with the 
old saying “silence is consent”. This semantics is implement-
ed by omitting the whole person’s testimony and inserting 
new assertions related with what is implicitly assuming with 
silence. Table 7 shows the solutions reached for the puzzle 
when one or several persons are silenced under the inter-
pretation of TAS. Again, the first line corresponds to the 
original situation where everybody has declared, leading 
to Ben as the muderer. Notice that there is no model (solu-
tion) in cases 2 and 4, where UNSATISFIABLE is obtained. 
These situations can be interpreted that there is no evidence 
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Similar as PAS+, PAS- generates solution models in any 
circumstance, and leads to one suspect in most of the cases. 
However, the models of Table 9 differ of those of Table 8, 
having less suspects when Ben decides to remain silent. 
Notice also that the agent that recurs to this variant of silence 
incriminates to the agent whom untrusts.

5.3 Discussion
From assuming that silence occurs in the puzzles and in-
terpreting it in different ways, their solution can be reached 
along some other, as expected given that there is less infor-
mation available. Surprisingly, in particular for the poisoning 
puzzle, other solution was revealed with PDS.

Also, this formulation as speech acts (expressed in terms 
of the predicate “Says”) under the assumption of silence of 
one or more of the interlocutors is an example of non mono-
tonicity, since allows to draw tentative conclusions (implica-
tures), in particular:
• �Under Total Defensive Silence (TDS), with the silence of 

Andy, the first model found included Ben as a solution. In 
this case, we have three utterances less in the knowledge 
base (P).

• �Under Total Acquiescent Silence (TAS), with the silence of 
Ben, the culprit comes out also as Ben. In this case, we re-
quire four additional utterances, i.e. two less of Ben (since 
he is silent), three more coming from what Andy is assert-
ing, and three more from the assertions of Cole.

• �The relationship of cardinalities is the following:  
|PTDS| ≤ |P| ≤ |PTAS|.

We can now formulate a strategy for bringing intentional 
silence in the analysis of problems involving testimonies. 
Assuming that testimonies of different people involved are 
already available in a knowledge base (KB), the strategy is 
formulated in detail as follows: 1) Identify agents and predi-
cates. 2) Formalize the statements using the predicate “Says”. 
3) Add definitions and common sense rules according to the 
problem at hand. 4) Identify the types of silence occurring 
in the problem. 5) Generate a KB to model the problem, 
including agent statements, common sense knowledge, and 
identified types of silence. Depending on the type of silence 
of the agents, define the knowledge base accordingly i.e. 
KBNew. 6) Apply ASP to get the models on KBNew. 7) Analyze 
the different scenarios obtained for decision making.

6 Conclusions
Intentional silence embodies an economy of representation 
given that less knowledge is expressed for reasoning, as 
shown in our case study. Contrasting the types of silence, we 
can notice that Total Defensive Silence opens possibilities 
while Total Acquiescent Silence restricts them. People who 
recur to Acquiescent Silence tend to appear as guilty, except 
for cases where no solution is found. Silence expresses valua-
ble information that can be employed for decision making. In 
particular, when the intentional silent is interpreted accord-
ing to its context, we achieve implicatures.

Understanding and modeling the implications of silence 
can be useful in agent interaction, either human or virtu-
al. We foresee semantics and a useful analysis of different 

scenario for legal cases involving testimonies and different 
types of silence. We are in the process of analyzing scenar-
ios where the two kinds of silence are displayed by partici-
pants, e.g. one is recurring to defensive silence and other to 
acquiescent silence. As future work, we plan to extend the 
interpretations to incorporate prosocial silence, i.e. retaining 
work-related information or opinions with the goal of bene-
fiting other people or an organization. It remains to bring the 
interpretations of silence to a more general framework for 
agent interaction, beyond answer set programming. Also in 
this direction, we are exploring to consider payoffs of agents 
involved in the interaction, as well as to the predicates to 
know who or what has more gains with silence, as an instru-
ment in making decisions.
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to blame any of the suspects, possibly leading to a mistrial. 
So, under this scheme, Andy and Cole are those who could 
benefit from remaining silent. In cases 5, 6 and 7, the person 
who speaks is out of suspicion. In the latter case, as expected 
from common sense, when everybody is silent (no one has 
revealed any information), anyone can be the culprit.

Table 7: Total Acquiescent Silence for agent

Silent agent(s) Culprit

{} {ben}

{andy} UNSATISFIABLE

{ben} {ben}

{cole} UNSATISFIABLE

{andy, ben} {ben, andy}

{ben, cole} {ben, cole}

{andy, cole} {cole, andy}

{andy, ben, cole} {cole, ben, andy}

The direct interpretation of Total Acquiescent Silence seems 
unintuitive since there could exist declarations of other people 
involved that are unknown to the person remaining silent. For 
this reason, the acquiescent silence is referred or relative to 
some other agent testifying, as stated in the PAS+ variant.

Table 8: PAS+ for agent

Silent agent Regarding Culprit
andy ben {cole}
andy cole {ben}
ben andy {cole, ben, andy}
ben cole {andy, ben, cole}
cole andy {ben}
cole ben {andy}

Table 8 contains the possible combinations for the three 
agents. Notice that this interpretation generates models in all 
the case, and leads to only one suspect in most cases, except 
when Ben recurs to this kind of silence. We can also observe 
that PAS+ is more advantageous to Ben than TAS.

As a complement of PAS+, a partial acquiescent silence 
that omits the testimony of some other agent (witness), possi-
bly by his untrustworthiness, is PAS-. This variant of silence 
was given above as Definition 3.5. Table 9 details the conse-
quences of this variant of silence if it occurs in the mystery.

Table 9: PAS- for agent

Silent agent Excluding Culprit
andy ben {ben}
andy cole {cole}
ben andy {ben, andy}
ben cole {ben, cole}
cole andy {andy}
cole ben {ben}
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Uncertainty-Based 
Out-of-Distribution 
Detection in Deep 
Reinforcement Learning
Andreas Sedlmeier, Thomas Gabor, Thomy Phan, Lenz Belzner

We consider the problem of detecting out-of-distribution 
(OOD) samples in deep reinforcement learning. In a value 
based reinforcement learning setting, we propose to use 
uncertainty estimation techniques directly on the agent’s 
value estimating neural network to detect OOD samples. The 
focus of our work lies in analyzing the suitability of approx-
imate Bayesian inference methods and related ensembling 
techniques that generate uncertainty estimates. Although 
prior work has shown that dropout-based variational infer-
ence techniques and bootstrap-based approaches can be used 
to model epistemic uncertainty, the suitability for detecting 
OOD samples in deep reinforcement learning remains an open 
question. Our results show that uncertainty estimation can be 
used to differentiate in- from out-of-distribution samples. Over 
the complete training process of the reinforcement learning 
agents, bootstrap-based approaches tend to produce more 
reliable epistemic uncertainty estimates, when compared to 
dropout-based approaches.

1 Introduction
One of the main impediments to the deployment of machine 
learning systems in the real world, especially in safety critical 
areas, is the difficulty to show that the system will continue 
to reliably produce correct predictions in all the situations it 
encounters in production use. One of the possible reasons for 
failure is so called out-of-distribution (OOD) data, i.e. data 
which deviates substantially from the data encountered during 
training. As the fundamental problem of limited training data 
seems unsolvable for most cases, especially in sequential deci-
sion making tasks like reinforcement learning, a possible first 
step towards a solution is to detect and report the occurrence 
of OOD data. This can prevent silent failures caused by wrong 
predictions of the machine learning system, for example by 
handing control over to a human supervisor [1]. In this paper, 

we propose to use uncertainty estimation techniques in combi-
nation with value-based reinforcement learning [27] to detect 
OOD samples. We focus on deep Q-Learning [20], integrating 
directly with the agent’s valueestimating neural network.

When considering to use uncertainty estimation in order to 
detect OOD samples, it is important to differentiate two types 
of uncertainty: aleatoric and epistemic uncertainty. The first 
type, aleatoric uncertainty models the inherent stochasticity in 
the system and consequently cannot be reduced by capturing 
more data. Epistemic uncertainty by contrast arises out of a 
lack of sufficient data to exactly infer the underlying system’s 
data generating function. Consequently, epistemic uncertainty 
tends to be higher in areas of low data density. Qazaz [25], 
who in turn refers to Bishop [2] for the initial conjecture, 
showed that the epistemic uncertainty σepis(x) is approximate-
ly inversely proportional to the density p(x) of the input data, 
for the case of generalized linear regression models as well as 
multi-layer neural networks:

This also forms the basis of our proposed method: to use this 
inverse relation between epistemic uncertainty and data density 
in order to differentiate in- from out-of-distribution samples.

2 Related Work
A systematic way to deal with uncertainty is via Bayesian 
inference. Its combination with neural networks in the form of 
Bayesian neural networks is realised by placing a probability 
distribution over the weight-values of the network [19]. As 
calculating the exact Bayesian posterior quickly becomes com-
putationally intractable for deep models, a popular solution are 
approximate inference methods [9, 12, 3, 7, 13, 17, 8]. Another 
option is the construction of model ensembles, e.g., based on 

the idea of the statistical bootstrap [6]. The resulting distribu-
tion of the ensemble predictions can then be used to approxi-
mate the uncertainty [22, 15]. Both approaches have been used 
for tasks as diverse as machine vision [14], disease detection 
[16], or decision making [5, 22].

For the case of low-dimensional feature spaces, OOD 
detection (also called novelty detection) is a well-researched 
problem. For a survey on the topic, see e.g. Pimentel et al. 
[24], who distinguish between probabilistic, distance-based, 
reconstruction-based, domain-based and information theoret-
ic methods. During the last years, several new methods based 
on deep neural networks were proposed for high-dimensional 
cases, mostly focusing on classification tasks, e.g. image 
classification. Hendrycks and Gimpel [11] propose a baseline 
for detecting OOD examples in neural networks, based on the 
predicted class probabilities of a softmax classifier. Liang et 
al. [18] improve upon this baseline by using temperature scal-
ing and by adding perturbations to the input. These methods 
are not directly applicable to our focus, value-based reinforce-
ment learning, where neural networks are used for regres-
sion tasks. Other methods, especially generativeneural-net-
work-based techniques [26] could provide a solution, but 
at the cost of adding separate, additional components. Our 
approach has the benefit of not needing additional compo-
nents, as it directly integrates with the neural network used 
for value estimation.

3 Experimental Setup
One of the problems in researching OOD detection for rein-
forcement learning is the lack of datasets or environments 
which can be used for generating and assessing OOD sam-
ples in a controlled and reproducible way. By contrast to the 
field of image classification, where benchmark datasets like 
notMNIST [4] exist that contain OOD samples, there are no 
equivalent sets for reinforcement learning. As a first step, 
we developed a simple gridworld environment, which allows 
modifications after the training process, thus producing OOD 
states during evaluation.

For our experiments, we focus on a simple gridworld 
pathfinding environment. During training, the agent starts 
every episode at a random position in the left half of the 12 × 
4 grid space. Its goal is to reach a specific target position in 
the right half of the grid, which also varies randomly every 
episode, by choosing one of the four possible actions: {up-
,down,left,right}. A vertical set of walls separates the two 
halves of the environment, acting as static obstacles. Each 
step of the agent incurs a cost of −1 except the target-reaching 
action, which is rewarded with +100 and ends the episode. 
This configuration of the environment is called the train 
environment. For evaluating the OOD detection performance, 
we flip the start and goal positions, i.e. the agent starts in the 
right half of the environment and has to reach a goal position 
in the left half. This so called mirror environment produces 
states which the agent has not encountered during training. 
Consequently, we expect higher epistemic uncertainty values 
for these OOD states. Figure 1 shows two example initialisa-
tions of the train and test environment, with label S marking 
the start and label G the goal positions.

(a) Example initialisation of the train environment.

(b) Example initialisation of the mirror environment.

Figure 1: Example initializations of the gridworld pathfin-
ding environments called (a) train and (b) mirror. The S label 
marks the agent’s start position, G the goal position. In the 
train environment, the start position is randomly set in the 
left half of the environment, in the mirror environment in the 
right half. The same principle is applied for the goal position: 
It is randomly set in the right half of the environment for train 
and the left half of the environment for mirror.

Note that training is solely performed in the train envi-
ronment. Evaluation runs are executed independently of the 
training process, based on model snapshots generated at the 
respective training episodes. Data collected during evaluation 
runs is not used for training. The state of the environment is 
represented as a stack of three W ×H feature planes (W being 
the width, H the height of the grid layout) with each plane 
representing the spatial positions of all environment objects of 
a specific type: agent, target or wall.

We compare different neural network architectures and 
their effect on the reported uncertainty values as the networks 
are being used by the RL agent for value estimation. The 
Monte-Carlo Dropout network (MCD) uses dropout variation-
al inference as described by [14]. Our implementation consists 
of two fully-connected hidden layers with 64 neurons each, 
followed by two separate neurons in the output layer represent-
ing μ and σ of a normal distribution. Before every weight layer 
in the model, a dropout layer with p = 0.95 is added, specify-
ing the probability that a neuron stays active. Model loss is 
calculated by minimizing the negative log-likelihood of the 
predicted output distribution. Epistemic uncertainty as part of 
the total predictive uncertainty is then calculated according to 
the following formula:
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with T outputs ŷt of the Monte-Carlo sampling. Gal et al. [8] 
suggested an improvement to the default Monte-Carlo drop-
out method called Concrete Dropout which does not require a 
prespecified dropout rate and instead learns individual drop-
out rates per layer. This method is of special interest when 
used in the context of reinforcement learning, as here the 
available data change during the training process, rendering 
a manual optimization of the dropout rate hyperparameter 
even more difficult. Our implementation of the Monte-Carlo 
Concrete Dropout network (MCCD) is identical to the MCD 
network with the exception that every normal dropout layer 
is replaced by a concrete dropout layer. For both the MCD 
and MCCD networks, 10 Monte-Carlo forward passes are 
performed.

The Bootstrap neural network (BOOT) is based on the 
architecture described by [22]. It represents an efficient 
implementation of the bootstrap principle by sharing a set 
of fully-connected hidden layers between all members of 
the ensemble. The hidden layers are followed by an output 
layer of size K, called the bootstrap heads. Our implemen-
tation consists of two fully-connected hidden layers with 64 
neurons each, which are shared between all heads, followed 
by an output layer of K = 10 bootstrap heads. For each data-
point, a Boolean mask of length equal to the number of heads 
is generated, which determines the heads this datapoint is 
visible to. The mask’s values are set by drawing K times 
from a Bernoulli distribution with p = 0.2.

The Bootstrap-Prior neural network (BOOTP) is based 
on the extension presented in [21]. It has the same basic 
architecture as the BOOT network but with the addition of a 
so-called random Prior Network. Predictions are generated 
by adding the output of this untrainable prior network to the 
output of the different bootstrap heads before calculating 
the loss. Osband et al. [21] conjecture that the addition of 
this randomized prior function outperforms ensemble-based 
methods without explicit priors, as for the latter, the initial 
weights have to act both as prior and training initializer.

For all networks, ReLU is used as the layers’ activation 
function, with the exception of the output layers, where no 
activation function is used.
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Figure 2: Per-episode mean uncertainty of chosen actions 
as predicted by the bootstrap-based methods on the in-dis-
tribution train environment (blue) and out-of-distribution 
mirror environment (red). Reported values are averages of 
30 runs. Note: y-axis log-scaled.

4 Results
Figures 2 and 3 present the average uncertainty of the chosen 
actions over 10000 training episodes of the different network 
architectures. As there is a certain amount of randomness in 
the evaluation runs, caused by the random placement of start 
and goal positions, the plots show averages of 30 evaluation 
runs.

According to the concept of epistemic uncertainty, we 
would expect a decline in the absolute value of reported epis-
temic uncertainty in the train environment over the training 
process, as the agent collects more data. Interestingly, only 
the bootstrap-based methods BOOT (Figure 2a) and BOOTP 
(Figure 2b) reliably show this behaviour. The dropout-based 
methods do not show consistent behaviour in this regard. For 
these methods, the predicted uncertainty sometimes even 
increases along the training process as can be seen in Figure 
3b.

Regarding the OOD detection performance, the methods 
are required to predict higher epistemic uncertainty values 
for OOD samples than for indistribution samples. Here also, 
the bootstrapbased methods outperform the dropout-based 
ones. For all bootstrap methods, over the complete training 
process, the predicted uncertainty values in the “out-of-dis-
tribution” mirror environment are higher than the values in 
the train environment. Consequently, it would be possible 
to detect the OOD samples reliably, for example by setting 
a threshold-based on the lower uncertainty values predicted 
during training. Figure 2b shows that the addition of a prior 
has a positive effect on the separation of in- and out-of-dis-
tribution samples, as the distance between the predicted 
uncertainty values increases.

Our results for the dropout-based techniques are not as 
positive. As can be seen in Figure 3a and 3b, neither of the 
tested Monte-Carlo dropout methods consistently outputs 
higher uncertainty values for the OOD states of the mirror 

environment over the complete training process. Although 
there are episodes, especially in the beginning, where the 
mirror environment’s uncertainty values are higher, there is 
a reversal during the training process. As a consequence, it 
would not be possible to reliably differentiate between in- 
and out-of-distribution samples at every point in time.

5 Discussion Work and Future
The results we obtained from the bootstrap-based methods 
show the general feasibility of our approach, as they allow 
for a reliable differentiation between in- and out-of-distri-
bution samples in the evaluated environments. Declining 
uncertainty values over the training process also conform to 
the expectation that epistemic uncertainty can be reduced by 
collecting more data. For the dropout-based techniques, it 
remains to be seen if our results show a general problem of 
these methods in sequential decision problems, or whether 
the results are a consequence of our specific environments. 
According to Osband et al. [21] the observed behaviour is 
to be expected for the basic Monte-Carlo dropout method 
(MCD) as the dropout distribution does not concentrate with 
observed data. Consequently, we expected different results 
from the concrete dropout method (MCCD) as it should be 
able to adapt to the training data. Nevertheless, this did not 
lead to decreasing uncertainty estimates over the training 
process or a reliable prediction of higher uncertainty for 
OOD samples. We are currently working on extending our 
evaluations to more environments in order to evaluate if 
these results generalize. This will include stochastic do-
mains, where it is necessary to differentiate between alea-
toric and epistemic uncertainty in order to correctly detect 
OOD samples. It will also be very interesting to compare the 
performance of the proposed uncertainty-based methods to 
methods based on generative models. Another interesting 
aspect which could further improve the OOD detection per-
formance of the ensemble methods is the choice of prior [10] 
and a newly proposed method called Bayesian Ensembling 
[23], which could bridge the gap between fully Bayesian 
methods and ensembling methods.
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Figure 3: Per-episode mean uncertainty of chosen actions 
as predicted by the dropout-based methods on the in-dis-
tribution train environment (blue) and out-of-distribution 
mirror environment (red). Reported values are averages of 
30 runs. Note: y-axis log-scaled.
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Many approaches in applying Q-learning to multi-agent 
Systems consider other agents as part of the environment and 
use one shared policy network for all agents. These indepen-
dent learners (IL) show good results for noncooperative tasks. 
For cooperative tasks, IL report convergence to good but not 
always optimal policies. Studies show that better performance 
can be achieved through agents that learn the effect of joint 
actions in many scenarios like cooperative games. We propose 
a recurrent joint action learner (RJAL) using Q-learning and 
a recurrent neural network and evaluate it in various games 
against IL. The games are designed to require cooperation and 
the constant action of all agents at different levels. Our evalua-
tion shows that RJAL can use cooperation to dominate IL in a 
mixed cooperative-competitive battle game. On the other hand, 
since IL does not suffer from lazy agent behavior, it leads in the 
case of the pursuit game that punishes lazy agents directly.

1 Introduction

Figure 1: Independent learners (IL) perform well in environ-
ments where cooperation can not be leveraged. Furthermore, 
IL are not prone to the ”lazy agent” problem. A joint action 
learner (JAL), shows superior performance when cooperation 
is needed.

In addition to successes in single-agent reinforcement learn-
ing, interest in cooperative multiagent reinforcement learning 
(MARL) is increasing. Recent work in the field of cooperati-
ve MARL has dealt with independent learning, an approach 

originating from noncooperative single-agent reinforcement 
learning, and applied it to cooperative settings [25, 3]. Further 
work uses centralized approaches [6, 28, 22, 18], hybrid approa-
ches [5, 7], and value decomposition networks [24, 19]. Due to 
incomplete or noisy observation capabilities of an agent, partial 
observability of the environments state is a realistic setup for 
real-world applications of MARL [17]. Hence, we propose an 
approach that operates in a partially observable environment 
and avoids the use of the true state of the environment. We 
show the proposed recurrent joint action learner (RJAL) forms 
superior cooperation strategies under these circumstances. 
The evaluation of competitive games against an independent 
Q-learner [26] reports high win rates for RJAL although inde-
pendent Q-learning is less affected by lazy (i.e. standing idle 
for multiple steps) agent behavior [24] than RJAL. To evaluate 
this, we use games that require cooperation to varying degrees 
or punish lazy agents to varying degrees.

2 Related Work
Independent Learning applies approaches to single-agent 
reinforcement learning by handling each agent of the mul-
ti-agent environment as a single agent. Other agents are usually 
treated as part of the environment. The actions that other agents 
perform are not explicitly taken into account. A commonly 
applied method is Independent Q-learning [26]. Through 
Q-learning [29] or using a deep Q-network [16], decentrali-
zed action-value functions are learned independently for each 
agent [25]. Unfortunately, concurrent exploring and learning of 
independent agents make the environment non-stationary and 
break theoretical convergence guarantees [15, 4]. Nevertheless, 
the approach of decentralized independent learning has been 
successfully applied for various tasks like mixed and competiti-
ve games [25, 13]. Deep distributed recurrent Q-networks were 
successfully used to solve communication-based coordination 
tasks [3]. The network weights are shared among all agents who 
operate in a partially observable environment. To approximate 
agents’ actionobservation history, the network input does also 
contain the last action of each agent.

Centralized Learning of Joint Actions mitigates the non-sta-
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tionarity issue in multi-agent settings, but many approaches are 
limited to a certain number of agents [19]. This limitation has 
its origin in the fact that joint action spaces grow exponenti-
ally with the number of agents [17]. Q-learning using the joint 
action space converges to an optimal solution if the state of the 
environment is known to all agents [28]. For Dec-POMDPs, 
where the state is unknown, no methods that guarantee con-
vergence have been established yet [17]. In [6] the joint value 
function is approximated as a linear combination of local value 
functions called agentbased decomposition. An agents’ local 
value function depends on the action selection of neighboring 
agents in a coordination graph to enable cooperative action 
selection. Thereby the global coordination problem is reduced 
to several local coordination problems. For densely connected 
graphs, the size of local value functions still grows exponen-
tially with the number of neighbors [11]. Another limitation of 
this approach is that the dependencies between agents need to 
be pre-supplied.

With an edge-based decomposition of the joint value fun-
ction, local value functions are no longer based on individual 
agents’ actions and those of neighboring ones but the actions 
of the two agents forming an edge [11]. This approach scales 
linearly with the number of neighbors but, similar to the work 
of [6], it also depends on pre-supplied information to create the 
coordination graph. Traffic light control is an application for 
which coordination graphs were used to estimate joint actions 
by sending locally optimized messages among connected 
agents [1]. A bidirectional RNN in an actor-critic [12] architec-
ture can be used to enable communication between agents [18]. 
This approach yields better performance than independent lear-
ning. Unlike this paper, [18] uses the environment state instead 
of partial observations.

In [22], a centralized network that takes individual ob-
servations of all agents as input is used to form joint action. 
Gradients to the model are derived through a policy gradient. 
Evaluations on diverse tasks show that the model outperforms 
independent approaches.

Besides centralized and independent approaches, Hybrid 
Approaches employ both concepts. They learn joint actions 
in a centralized way and train another policy that executes 
actions in a decentralized manner. COMA [5] is an actor-critic 
[12] approach where a single centralized critic for all agents is 
used during training and decentralized actors are used during 
execution. An agents’ actor conditions on its action-observation 
history to compute actions and the centralized critic conditions 
on joint actions and the environments state to estimate Q-valu-
es. The actors are optimized by following a gradient estimated 
by the critic. Furthermore the centralized critic is used to mi-
tigate the credit assignment problem by implementing diffe-
rence rewards [27, 30]. An approach similar to COMA is [14]. 
The key difference is that it uses a centralized critic for each 
agent and considers environments with explicit communicati-
on between agents. Further, COMA operates in environments 
with communication constraints and learns continuous policies 
rather than discrete policies. However, on-policy learning, like 
the two approaches above, can be sample-inefficient, and the 
centralized critic can become a bottleneck with an increasing 
number of agents [19].

Value Decomposition Networks (VDNs) [24] sum up indivi-

dual value functions to represent a joint action-value function. 
To optimize the individual value functions, VDNs utilize losses 
calculated with the joint action-value function. To address the 
credit assignment problem and resulting lazy agent behavior, 
a VDN is used in the scope of [24]. The proposed architecture 
is based on a DQN [16] and strongly outperforms centralized 
and decentralized methods in their experiments. Since the 
VDN of [24] can represent only a limited class of centralized 
action-value functions, QMIX [19] is developed to represent 
a much richer class of action-value functions. QMIX applies 
a mixing network for this goal, which maintains a certain 
restriction regarding the monotonous relationship of individual 
Q-values and the sum of Q-values. QMIX improves the perfor-
mance over [24] as well as independent Q-learning.

3 Background
A cooperative multi-agent task in an environment with a 
limited view range per agent can be modeled as decentralized 
partially observable Markov decision process (Dec-POMDP) 
[17]. A Dec-POMDP consists of a tuple G = A,S,U,T,O,O,R,h,γ .

A = {1,...,n} is the set of n agents. s  S is the state of the 
environment. At each time step t, each agent a  A performs an 
action ut

a  U. All agents of a team form the joint action u  U ≡ 
Un. According to the transition probability function T that spe-
cifies P(st+1|st,u) : S × U × S → [0,1], the environment transitions 
into the next state st+1. For each state st, each agent a receives 
an observation  according to the observation function 
O(s,a) : S × A → O. R(s,u) : S × U → R is a reward function, 
shared among all agents. h is the horizon, specifying the num-
ber of time steps during which the agent will interact with the 
environment before it terminates. γ  [0,1) is a discount factor. 
Each agent conditions a deterministic policy πa :  on 
its observation history .

4 Joint Action Learning
We propose a joint action learner that consists of an RNN that 
maps an input sequence of spatial observations and non-spatial 
features to an output sequence of Q-values. The central idea of 
this approach is that the individual Q-values condition not only 
on the hidden states of the RNN but also on the Q-values of the 
previous agent.

At each time step t, the input sequence contains n elements. 
For agent  is an element of the input sequen-
ce, where  is the spatial individual observation. Non-spatial 
individual features are defined as:

where  and  denote the last action and last reward, re-
spectively. a is the agent ID and pa is the relative position. Qt

a−1 

denotes the Q-values calculated for agent a − 1.
Entailing the last action  into the input sequence for an 

RNN, is a practical approach to approximate action-observa-
tion histories [3, 8, 24]. Although agents who follow a deter-
ministic policy can derive their actions from their observation 
history alone [17], we add the past actions to the input sequence 
as this stabilizes the training of the recurrent architecture in 
our case. The order of the input elements is fixed and deter-
mined by the list of agents (1,...,n). Figure 2 shows the RNN, 

unrolled over two agents. The red arrow shows the passing on 
of the Q-values to the following agent.

For each agent a  A ≡ {1,...,n}, at time step t, the output 
sequence contains Q-values , 
conditioned on the inputs ot

a
 and ft

a, the hidden state ht
a-1of the 

preceding agent, the state action-values Qt
a-1 of the preceding 

agent and network parameters θ. Due to weight sharing bet-
ween agents, the network parameters θ do not condition on a. 
To select actions (ut

1,...,ut
n
 ), that will be carried out to transition 

into the next state, argmaxu   is 
performed for all agents.

Losses are calculated slightly different to the standard DQN 
loss [16], because we distinguish between global and local 
rewards for the evaluation and do not exclusively use squared 
differences. The joint action learner is trained by minimizing 
following loss for batches of size B:

where za is the Huber loss [10] function:

The target values , are computed by:

	

In case of a training on local rewards, GR is replaced by reward 
rt

a for agent a. Correlations between Q-values and target values 
can lead to a unstable training [16]. Therefore, we utilize a copy 
of our original network whose network parameters θ− are frozen 
and updated every 5 episodes by copying the parameters θ of 
the original counterpart [16].  denotes the value, calculated 
by the frozen network (θ−) and selected by the action , 
that the original network (θ) would have selected for the same 
observation:

5 Experimental Setup
This section describes the three partially observable games 
used to evaluate RJAL against an IL.

As an environment, we use MAgent [32], an open-source 
research platform with a focus on MARL. MAgent builds on 
a gridworld as the fundamental environment and provides a 
reward description language and agent configurations to enable 
a flexible game design. Like previous the work [31], we use this 
environment to evaluate our approach against an IL.

For the evaluation, we use three games, which are imple-
mented using MAgent. The three games are designed to high-
light the ability of the proposed algorithms to cooperate and to 
point out proneness to lazy agent problems.

Figure 3: A qualitative classification of the games with regard 
to cooperation and lazy agents.

The goal of the gathering game is to capture randomly moving 
prey within a maximum of 400 steps. Hence agents of the 
predator group receive reward through attacking and destroy-
ing the prey. The predator group is controlled by RJAL or IL, 
while the other group ignores the reward setting and samples 
actions from a uniform distribution over the action space to 
perform random actions. Since the predator group receives a 
negative reward for every step, it can maximize its total reward 
by destroying the opponents as fast as possible. As Figure 3 
illustrates, the gathering game entails low penalties for lazy 
agents and requires low amounts of cooperation. Therefore 
independent learners are expected to find suitable solutions for 
this game. A joint action learner should also achieve at least 
equivalent results, as this game does not have properties that 
can be exploited explicitly by IL.

The battle game is a hybrid of cooperation and competiti-
on that consists of two agent groups [32]. The algorithm that 
destroys all agents of the opponent wins the game. Both agent 
groups share the same attributes and reward setting. The ability 

Figure 2: The unrolled network of the joint action learner 
for two agents. The features f contain the Q-values of the 
previous agent (dashed arrow). Q0 is initialized with uniformly 
distributed values. ut

1 and ut
2 form a joint action. The RNN uses 

LSTM
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to cooperate, for instance, through coordinated attacks and 
positioning in formations, is beneficial in the case of the battle 
game. Even if a small fraction of the agents in a team shows 
lazy behavior, the ability to cooperate and the game design 
are expected to mitigate this issue. Both circumstances should 
result in a superior performance for a joint action learner. By 
increasing the number of the agents in a team, more team-
mates of an individual agent are out of its range. Therefore, it 
should become more difficult to deduce which observations the 
teammates have at a specific time step only from the individual 
observation of an agent. Hence, we expect the performance 
difference between RJAL and IL to increase with the number 
of agents.

Similar to the gathering game, the pursuit game consists 
of a predator and a prey agent group. Again, the prey group 
chooses its actions based on uniformly sampling from the ac-
tion space. The prey can’t be destroyed in this game. The only 
way to generate rewards is to hit the prey as often as possible. 
Hence, to maximize the total reward, the predator group has to 
follow and hit the prey consistently. Consequently, the pursuit 
game directly penalizes lazy agents. All agents are required 
to hit the prey throughout a game continually, and therefore 
every lazy agent instantly minimizes the maximum achievable 
total reward. We expect that there will always be a significant 
performance difference between RJAL and IL in favor of IL.

For the Gathering and Pursuit game, RJAL and the IL are 
trained against randomly moving prey in three setups. The 
setups consist of 4, 6, or 8 agents controlled by RJAL/IL. The 
prey consists of twice the number of agents. Within the battle 
game, RJAL/IL are first trained in self-play against the same 
number of agents. For the evaluation, RJAL and IL play against 

each other in teams of the same size. The setups for the battle 
game consist of 4, 6, 8, and 16 agents. Each setup is performed 
on a map size of 20 times 20. At each time step, an agent can 
perform one of nine actions. After the execution of actions, 
each agent receives a local (individual) reward. RJAL and IL 
are trained and evaluated using both local and global rewards. 
A global reward corresponds to the sum of the individual 
rewards of the agents. Local rewards correspond to the indi-
vidual rewards of the agents. The reward setting is: 5 when 
destroying an enemy/prey, 0.2 when hitting an enemy/prey, 
−0.5 when being destroyed, −0.1 when performing an attack, 
−0.005 for every move. Agents can move to horizontally and 
vertically neighboring hexes or attack these hexes. In combina-
tion with the idle action, this results in an action space action of 
size 9. Partial observability is realized by the restricted field of 
vision of the agents. At any time, an agent can only access one 
observation of dimension [9 × 9 × 7].

6 Results
Figures 4 and 5 show the averaged total rewards and averaged 
total steps for various numbers of agents (4, 6, 8) controlled by 
RJAL/IL and corresponding preys (8, 12, 16) in the gathering 
game. The suffixes local and global mark the algorithms that 
are trained on the individual or global rewards, respectively. 
Ten training runs are conducted for each of the four algorithms, 
respectively. A training run consists of 2000 episodes. As Figu-
re 4 shows, all algorithms converge to nearly the same values 
regarding total reward. Furthermore, total rewards’ standard 
deviations do not significantly differ. IL local and RJAL local 
can destroy the prey faster than IL global, followed by RJAL 
global. Total steps’ standard deviations of both global approa-

Figure 5: Gathering 4 vs. 8, 6 vs. 12 and 8 vs. 16 (downwards). 
Averaged total steps plus corresponding 95% confidence in-
tervals (shaded areas) of ten training runs per algorithm over 
the course of 2000 episodes. A gathering game stops after 
400 steps, or as soon as the entire prey has been caught.

Figure 4: Gathering 4 vs. 8, 6 vs. 12 and 8 vs. 16 (downwards). 
Averaged total reward plus corresponding 95% confidence 
intervals (shaded areas) of ten training runs per algorithm 
over the course of 2000 episodes. 

ches are significantly higher than the standard deviations of the 
local approaches.

Ten training runs encompassing 2000 episodes per setup 
for every algorithm (IL local, RJAL local, IL global, and RJAL 
global) are conducted for the pursuit game. Each episode 
terminates at the specified maximum episode length of 400 
steps. Consequently, we don’t report results regarding total 
steps for this game. In contrast to the gathering game, IL local 
outperforms all other algorithms across setups. Figure 6 clearly 
illustrates a systematic gap in the total rewards. The approa-
ches trained on global reward become worse when the number 
of agents is increased. Although RJAL local also suffers from 

lazy agents, its results with additional agents remain stable.
Since the optimal solution requires all agents to hit prey 

every step, this game is useful revealing lazy agent [24] behavi-
or. Evaluating replay videos of the 8 vs. 16 setup, we observed 
that regularly up to four (depending on the algorithm) agents 
show lazy behaviors. This observation explains the systematic 
difference of total reward between the algorithms. Centralized 
approaches are eventually prone to the lazy agent problem [24]. 
Some agents might be discouraged from learning if random 
actions worsen the total reward of the team. As a result, a 
suboptimal policy might be learned. Data and visual analyses 
support this claim. Furthermore, the lazy agent problem inten-
sifies when an algorithm is trained on global rewards or when 
the number of agents increases. If the global reward is used to 
calculate the target values, information may be lost that would 
otherwise be helpful to evaluate the individual observations of 
the agents differently.

The pursuit game shows that RJAL cannot reach the perfor-
mance of the individual learner when lazy agents are severely 
punished. On the other hand, the gathering game clarifies that 
RJAL can achieve an equal reward when relaxing the punish-
ment for lazy agents.

Figure 7 shows the rewards achieved in the battle game 
for different combinations of approaches trained on local and 
global rewards. Following previous work [20, 21, 23, 14, 2], the 
corresponding approaches were trained using self-play before 
evaluation. RJAL global fails to form superior cooperation 
strategies. Therefore both IL approaches slightly dominate 
RJAL global for most setups. Visual analyses of the games 
entailing RJAL local reveal that this approach behaves in a 
more coordinated manner. It stays in a formation longer and 
attacks opponents at the same time. Hence, RJAL local outper-

Figure 7: Rewards for the battle games.

Figure 8: Averaged training durations (hours) for a training 
run over the course of 2000 episodes.

Figure 6: Pursuit 4 vs. 8, 6 vs. 12 and 8 vs. 16 (downwards). 
Averaged total rewards across setups over the course of 
2000 episodes. Shaded areas show the 95% confidence inter-
vals of ten training runs per algorithm.
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forms IL global and IL local in all setups. This result becomes 
clearer as more agents are part of a team. RJAL requires more 
training time than the IL for all games. This is mainly due to 
the sequential calculation of the Qvalues. Figure 8 shows the 
corresponding training durations for all approaches.

7 Conclusion
This paper presented an approach to joint action learning for 
MARL and compared it to a state of the art approach. Our 
approach is based on an RNN and the additional transfer of 
Q-values to other agents in strict order. RJAL was evaluated 
using three games to demonstrate the influence of lazy agents 
and cooperation. The results show that RJAL is particularly 
suitable for problems that require cooperation. Although the 
pursuit game shows that RJAL suffers from lazy agents,
RJAL (local) wins 80.0% (against IL local) and 93.1% (against 
IL global) for the largest setup (16 vs. 16) in the battle game. 
In addition, the gathering game has shown that RJAL delivers 
similar performance to IL when lazy agents are not punished 
and cooperation can only be marginally exploited. However, 
in this case IL should be chosen due to the shorter training 
times. For future work, we plan a more dynamic distribution 
of the Q-values, as well as the implementation of a joint action 
learner, which includes the latest breakthroughs of transformer 
architectures from the NLP domain.
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Distance-based 
classifier on the 
Quantum Inspire
Robert Wezeman, Niels Neumann, Frank Phillipson

With quantum computers entering a new phase of maturity 
and quantum algorithms covering a growing range of appli-
cations, it is important that the two meet at some point in the 
middle.

Currently, the two meet only by toy-problem implementa-
tions for some algorithms. In this work, we extend a recently 
proposed distance-based classifier and give explicit quantum 
circuit implementations, and we give a method to overcome 
restrictions on the data, present in the original work.

1 Introduction
Extracting meaningful information from data seems simple. 
Even making decisions based on this information appears 
easy, we humans do it constantly. However, training a com-
puter or an algorithm to do precisely that, is in general more 
complex. Machine learning deals precisely with this topic: 
Learning a computer to extract meaningful information from 
data and in some cases take subsequent actions based on it.

Examples of problems especially well suited for machine 
learning are pattern detection [1], image classification [2] and 
anomaly detection [3]. However, machine learning can also 
be used to play games such as chess [4] and more recently 
the game of Go [5]. The machine learning algorithm does not 
exist. Instead, it is a class of algorithms, each working in its 
own specific way, aimed at solving specific types of problems 
it is optimized for.

There are, however, also challenges within machine learn-
ing that might limit its applicability on today’s computers. 
For instance, the large training times or high data demands. 
Quantum computing might give a solution, as preliminary 
work already showed that quantum computing can give an 
exponential or quadratic speed-up [6, 7] and training might 
require less training samples [8, 9]. Even though the available 
quantum hardware is not yet sufficiently mature, theoretical 
results are already available [10]. Also, implementations on 
noisy intermediate-scale quantum (NISQ) computers are 
already possible and give a good insight in the potential of 
quantum computing [11]. An example of such an algorithm is 
a four qubit distance-based classifier proposed in [12], where a 

test point is classified in one of two classes.
In this work we also focus on the distance-based classifier 

and give extensions on the implementations needed for larger 
problem instances than considered in the original work. Some 
assumptions on the data set are made in the original work, for 
instance that the number of data points is a power of two and 
only two classes are possible. Our work will give solutions 
for those assumptions and will give explicit quantum circuits 
for them. The extensions are implemented on the Quantum 
Inspire platform [13] and can be found on Github [14].

In the remainder of this paper we explain the algorithm and 
give an implementation on the Quantum Inspire platform [13] 
in Section 2. Afterwards, in Section 3 we explain how to deal 
with data sets with larger feature spaces. Section 4 explains 
how to deal with with arbitrary number of data points. Section 
5 gives an approach for the situation where the data has more 
than two classes or when the classes are unbalanced. Section 
6 explains how to deal with data sets consisting of concentric 
circles, as the original work in [12] does not work for such data 
sets. Final remarks are given in Section 7.

2 Problem description
In this section we first explain how the distancebased classifier 
works, after which we give an implementation on the Quantum 
Inspire platform.

2.1 The distance-based classifier
Pattern recognition and image classification are tasks 
well-suited for machine learning. In this work we consider a 
supervised image classification algorithm with binary input 
images as first formulated in [12]. The original algorithm con-
sidered a distance-based classifier taking M data points xi ϵ RN 
with binary labels yi ϵ {−1,1}. The task is to assign a label ỹ to 
a new data point x̃ based on the M data points. Classification is 
done using the classification function
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Note that this function uses a kernel method [15]. Kernel meth-
ods are used to classify data points based on some definition of 
similarity, distance in this case, with closer points being more 
similar.

Here,  is the kernel method. The classifier 
can be rewritten to

as long as the data is normalized and both classes contain the 
same number of data points, meaning M/2 data points per 
class and hence .

Each data point can be encoded in qubits. For data points of 
length N, we use nd = [log2 N] qubits to encode the data point:

with |i  the i-th computational basis state on nd qubits. In the 
following the normalization constant is neglected as normal-
ized data is assumed.

Quantum states are either given in the computational basis 
|i  on n qubits, or as |in−1 ...|i0 , with in−1 ...i1i0 the binary rep-
resentation of i. In the remainder, the chosen representation 
should be clear from the context. The left-most qubit |in−1  is the 
most significant qubit, and |i0i the least significant qubit.

Classification comes down to evaluating the classification 
function of Equation (1). When doing so on a quantum com-
puter, this can be done by preparing the following quantum 
state

 
where |m  is used to index training input m. The second regis-
ter, consisting of a single ancillary qubit, is entangled with the 
third register containing the new data point, entangled with 
state |0 , and training point m, entangled with state |1  of the 
second register. The fourth register contains the label of data 
point m, encoded via ym = −1 7→ |0  and ym = 1 7→ |1 .

In total, this state requires nM + 1 + nd + 1 qubits, with nM 
= dlog2 Me qubits used for the number of data points, a single 
ancilla qubit, nd used for the features of a data point and a sin-
gle qubit used for the label. Note that this state can be prepared 
explicitly, but could also be the result of a different quantum 
process.

Given this quantum state, the quantum algorithm consists 
of only three operations: First, a Hadarmard-gate on the sec-
ond register, giving

 
with |ψx̃±xm  = |ψx̃  ± |ψxm ; Secondly, a measurement on the 
second register, where execution is aborted if state |1  is meas-
ured. Otherwise, we obtain

 
where  is a normalization factor and 
the probability that state |0  is measured. Hence, it is refered to 
as the ‘acceptance probability’. Thirdly, a measurement on the 
fourth register.

The true probability that the result q of this last measure-
ment is k ϵ {0,1}, is given by

 
and the label ỹ should be assigned based on

Quantum computing is probabilistic, hence assigning a label 
based on a single evaluation of the algorithm might give 
incorrect results. Instead, the label should be assigned based 
on a majority vote over a number of evaluations. The number 
of shots required for a certain accuracy depends heavily on the 
data set. The process of measuring can be seen as sampling 
from a Bernoulli distribution. Let X be the statistical variable 
describing how often |1  was measured in R shots and let p be 
the true underlying probability. The probability that, after R 
shots, we assign the data point label −1 is given by the cumu-
lative probability . For large R and p not close to 
zero or one, the binomial distribution can be approximated by 
a normal distribution. See Figure 1, the probability of a correct 
classification is shown for different number of shots R and 
underlying true probabilities p. The errors in classification can 
be shown to decrease with O(R) [12].

 The complexity of this distance-based classifier depends 
on whether the initial state is given, for instance as a result 
from a different quantum process or loaded from a quantum 
RAM [16]. If we have to explicitly construct the state, each 
data point has to be encoded and the complexity is given by 
O(Mend) = O(MN), see also Section 3.

If, however, the initial state is given, the algorithm consists 
of only a Hadamard gate and measurements on the second 
and fourth register, independent on the number of data points. 
Thus giving a complexity of O(1).

Note that the availability of the initial quantum state heav-
ily determines whether this quantum distance-based classifier 
has an advantage over classical classification algorithms such 
as Support Vector Machines (O(N3M3)) and decision trees 
(O(MN logN)).

2.2 Implementing the distancebased classifier
In [12], the distance-based classifier algorithm is implemented 
on a 5-qubit quantum chip by IBM. Due to physical restric-
tions, only five qubits and at most eighty quantum gates could 
be used. Therefore, for the implementation both the number of 
features N and the number of data points M were fixed to 2. 
The extensions and modifications given in this paper are im-
plemented on the Quantum Inspire simulator by QuTech [13]. 
This allows for simulations using more than five qubits, with 
no limitations on quantum circuit length and qubit connectivi-

ty. Furthermore, it supports full quantum-state evaluation and 
hence, exact probability distributions can be extracted from 
the Quantum Inspire platform.

First, we implement the algorithm for N = 2 = M using four 
qubits. In the next sections, implementations of state-prepa-
ration will be given for each of the extensions. A normalized 
data point is encoded in a qubit via

with |ψxi as in Equation (3). The state preparation of the al-
gorithm can be split into different parts as shown in Figure 2. 
Firstly, the first two registers are brought in a uniform super-
position using two Hadamard operations. Secondly, the new 
data point x̃ is encoded in the circuit using a controlled-RY 
rotation. Part C and D entangle both training data points x0 
and x1 with the excited state in the second register and the cor-
responding index in the first. Finally, a CNOToperation is used 
to set the label in the fourth register for each data point.

 
Figure 2: Circuit for the state preparation of the distance-ba-
sed classifier.

A single Hadamard-operation on the second register and a 
measurement on the second and fourth register give the final 
result, these are not shown in the figure. Due to the proba-
bilistic nature of quantum mechanics, this circuit should be 
evaluated multiple times to obtain the true label with high 
probability.

Quantum Inspire does not yet support direct implementa-
tions of the controlled-RY operations, hence it is decomposed 
in supported gates, as explained in [14].

The algorithm is tested by applying it on the Iris-data set 
[17]. This data set contains 150 data points, equally distributed 
among three classes and each data point having four features. 
For each evaluation, we randomly selected a data point from 
each of the first two classes as test point. Furthermore, we only 
considered the first two features. To encode the data points in 
qubits, we first standardized and then normalized the data set, 
thereby obtaining data points on the unit circle. The perfor-
mance is analyzed based on how well a new, randomly chosen 
data point is classified. Figure 3 shows the resulting true prob-
ability distribution of the algorithm for two specific data points 
and a test point. Based on the given probabilities, the test point 
would be classified with label 1, which is indeed correct.

Naturally, one would expect that more data points or more 
features lead to better classifications. A classical analysis, 
shown in Table 1 indeed empirically proves this. Here, the 
classification function (1) is evaluated for different combina-
tions of training points and test points. The training points 
are randomly sampled, as well as the test point. Either 1, 2 or 
4 data points are drawn from each class. Furthermore, either 
the 2, 3 or 4 features are considered. This is done for 10,000 
random samples and performance is given as percentage of 
correctly classified test points. As one would expect, using 
more training data or data with more features results in better 
predictions.

Table 1: Classical evaluation of the classification function 
(1) for different number of training points and features taken 
from the Iris data set. 10,000 random samples are used and 
the results are percentages of correctly predicted labels.

Number of  
data points

Number of features

2 3 4

2 94.26 98.70 99.40

4 97.35 99.33 99.86

8 98.03 99.75 99.98

Figure 1: In the left figure the normal distribution is given for some p < ½. The shaded area corresponds to 
the probability of a correct prediction. The right figure shows the probability of classifying the data point 
with label −1 for different true probabilities p and different amount of shots R.
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3 Increasing the feature space
When the data allows for it, increasing the considered amount 
of features improves the quality of the classifier. For every 
qubit we add the amount of supported features are doubled. 
From Table 1 we see that, at least for the Iris data set, the 
performance increases more when doubling the considered 
features, than when we increase the total number of considered 
data points.

Let us consider the case of data points with N ≤ 2nd fea-
tures. The algorithm for classification stays the same, we only 
need to take into account that the data points are now encoded 
in nd qubits. State preparation, if needed, becomes a little bit 
more involved as the data points are no longer encoded in a 
single qubit, but in nd qubits. This requires a generalization of 
Equation (6) to be able to encode data in multiple qubits, i.e. 
an operation Rx is needed, such that Rx |0...0  = |ψx , with R 
being dependent on the data point.

In the literature, different implementations are presented 
[18, 19], the first implicitly using ancilla qubits, the second 
explicitly. Approximate methods also exist [20]. Our solution 
is inspired by the article of Long and Sun [18].

We show how to do this for N = 4 features. We refer to [14] 
for the analogous approach for more features and the precise 
implementation for N = 4 features. We want to construct some 
operation Rx such that

A possible way to construct Rx is by using three RY (αi) ro-
tations, two of which are controlled, see Figure 4, where the 
angles αi are given by

Note, by setting a3 = 0, we directly have a solution for N = 3 
features.

4 Increasing the data space
In [12] an implementation is given for only two data points and 
a test point. Often however, interesting classification problems 
deal with data sets containing much more than two data points. 
One way of dealing with this is given in [21] and is based on 
sampling, using only two qubits, which is especially useful 
for NISQ devices. Here, only the second and third quantum 
register are encoded in qubits. In this approach, state prepa-
ration is less complex and less qubits are required. However, 
in general more quantum states need to be prepared and more 
circuit evaluations are needed. In Section 4.1 we will explicitly 
give the state preparation for the case that the number of data 
points is a power of two, while in Section 4.2 we will give it 
for the other case.

4.1 Number of data points a power of two
As Table 1 shows, using more data points increases the perfor-
mance of the distance-based classifier.

 
Figure 4: A quantum circuit to encode a normalized data 
point with N = 3 or N = 4 features in n = 2 qubits. Angles αi 
depend on the data point.

While the workings of the distance-based classifier itself does 
not change when more data points are used, state preparation 
becomes more complex.

To encode M data points, we need nM qubits in the index 
register. For two features per data point, this gives a total of nM 
+3 required qubits. In the remainder, the subscript M will be 
dropped.

We use Equation (6) to encode all data points in the initial 
state. For the test point, we use a controlled operation, with the 
second register as control. For the data points, again a con-

Figure 3: On the left: all normalized data points of the two classes of the iris data set, together with the selected data 
points (orange) and the test point (green). On the right: the probability distribution obtained with the algorithm. Red bars 
correspond to label 0, blue bars to label 1. Grey bars correspond to states with second register in |1> and hence to the case 
we have to restart the algorithm.

trolled rotation is used, however now the first and the second 
register are used as control. In the following only the first and 
third register are considered.

Hence, state , must be mapped to 
, using unitary operations, with  as in 

Equation (3).
Define an n qubit multi-controlled rotation by

where mn ...m0 is the binary representation of m. Using adjoin-
ing X-operations around control qubit i, we can flip a control, 
i.e., the term mi in Equation (9) gets replaced by (1 − mi). Note, 
to minimize the number of X-operations, data points should 
be ordered according to the Gray code [22]. Decompositions 
for controlled- and doublecontrolled-RY-operation are given in 
[14]. Multicontrolled-RY-operations can be constructed using a 
controlled-RY operations, ancilla qubits and Toffoli-operations.

4.2 Number of data points not a power of two
Often, the number of data points is not a power of two, which 
complicates the preparation of the first register, whereas, if the 
number of data points is a power of two, a single Hadamard 
operation on each qubit is sufficient. Again, techniques pro-
posed in [18, 19, 20] can be used to initialize the first register 
to a uniform superposition over the first M states, however, 
each has drawbacks that nullify the benefits of using a quan-
tum algorithm.

Instead, it is also possible to construct a uniform superpo-
sition over all 2n states, and classically post-process the results 
to filter out measurement results not corresponding to the first 
M states. Implementation-wise this is easier, while it gives at 
most a factor 2 overhead in the number of circuit evaluations. 
For M data points, states |i  in the first register with i ≥ M are 
not relevant for the algorithm, and hence affect the absolute 
probabilities of other states. However, the relative probabil-

ities for states |j , j = 0,...,M − 1 are not affected. Therefore, 
in a post-processing step, all measurements corresponding to 
states |i  for i ≥ M can be discarded, thereby giving the same 
probability distribution as when an initial state was prepared 
only for the state |0 ,...,|M − 1 . As 2n−1 < M < 2n, there are at 
most 2n−1 − 1 ‘extra’ states in the first register, that are filtered 
in a post-processing step. Note, if M < 2n−1, we have unneeded 
qubits in the first register.

5 More classes
Up to now we only considered a binary classification prob-

lem. However, many data sets have more than two possible 
labels, consider the Iris-data set for instance, already having 
three different classes. Minor modifications to the algorithm 
allow for extensions to more than two classes. Let C be the 
number of classes, the fourth register must then have nc = 
[dlog2 C] qubits.

First, in Section 5.1 we consider balanced data sets, i.e., 
data sets where each class has the same number of data points 
all equally likely, afterwards in Section 5.2 we consider unbal-
anced data sets.

5.1 Balanced classes
For normalized data points, the probability for each class i is 
given by

with pacc an acceptance probability and normalization con-
stant. Note, Equation (11) is not limited to only two classes, 
but also holds for an arbitrary number of classes. For more 
classes, only the nc qubits in the fourth register need to be set 
to a state depending on the corresponding class. For balanced 
classes, this can be done using CNOToperations, with control 
in the first register.

The required number of gates can be optimized by a smart 
assignment of indices to data points. Suppose we have four 
index states |00 , |01 , |10  and |11  and two classes. Assigning 
|10  and |11  to class 1, requires only a single CNOT-operation, 
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with the most significant qubit as control.
An efficient implementation for eight data points uses only 

two CNOT-operations with target in the first and control in the 
fourth register:
• �Class 0: States |000  and |001  set by initialization;
• �Class 1: States |010  and |011  set by CNOT with target on 

second qubit, control on least significant qubit;
• �Class 2: States |100  and |101  set by CNOT with target on 

most significant qubit, control on most significant qubit;
• �Class 3: States |110  and |111  set by the two CNOT-gates used 

for Label 1 and 2.

5.2 Unbalanced classes
In real data sets, classes are often not balanced. The algorithm 
however assumes both classes having the same number of data 
points. This assumption can be relaxed by assigning weights to 
data points.

A test point with distance d0 to class zero with weight w0 
and distance d1 to class one with weight w1, should be given 
the first label if and only if w0d1 > w1d0. This can also be used 
to solve the problem of classes with different number of data 
points. Suppose we have a class with t data points, adding 
weights 1/(tC) to each data point, gives the class a total weight 
of 1/C. Doing so for each class creates equally likely classes. 
Weights can be introduced in the initial superposition 
, such that . The corresponding weighted version of 
Equation (11) is given by

Creating the superposition  in the first register for 
arbitrary wi is, however, exponentially hard. Instead, the al-
gorithm can also be run as if each data point is equally likely, 
to obtain ‘raw’ probabilities for each data point, which are 
then multiplied by the weights in a classical postprocessing 
step. This gives the same result as encoding the weights in the 
superposition. For an unweighted superposition, the true prob-
abilities of the data points are given by , which 
are precisely the unweighted arguments of Equation (12). Clas-
sically multiplying these probabilities with the weights is more 
efficient than creating a weighted initial superposition.

6 Dealing with concentric Data
Up to now we did not talk about assumptions on the data set, 
however, if classes are not separable based on angles, such as 
concentric circles, the proposed classifier does not work, as 
normalizing those data points gives two coinciding circles of 
radius one. With feature maps as proposed in [12], it is often 
not clear whether a data set consists of concentric circles or 
which features should be considered in a feature map. Fur-
thermore, not all data sets are suitable for feature maps, as the 
number of available features is insufficient, or as other feature 
combinations also give concentric circles.

We propose a different approach, based on a combination 
of the norm of the data point before normalization and the 
angular features already used. Let px be the distance of a data 
point x to the origin and pmax = maxx px the maximum distance 
among all data points. Now map px to (l1,l2) = (cos(pxπ/pmax) 

,sin(pxπ/pmax)) and use this result as an additional feature in 
the distance-based classifier. Note that this mapping gives a 
normalized result. Now construct the state

 
using nd qubits and αi the amplitudes of the features. Here nd 
= [log2(N+2)] qubits are used and ω is a weighting between 
already used features and the new norm-based feature.

One would expect that this additional feature helps in 
better classifying data points. We again classically analyzed 
the classification function of Equation (1) with the extra norm 
based-feature for two different data sets, the Iris-data set and 
a data set consisting of concentric circles. Results are obtained 
by randomly sampling data points from the data sets and eval-
uating (1) 10,000 times. The performance is given in Table 2 
in percentage of correctly classified points for different weight 
factors ω. Here for ω = 0 only the original features are consid-
ered, ω = 1 only the norm-features and for other ω-values, a 
weighted average of the two is considered. Visual representa-
tions of the data sets are shown in Figure 5.
Table 2: Classical evaluation of (1) for different number of 
training points and different weighting factors ω, shown in 
the columns. 10,000 random samples for both data sets are 
used and the results are the percentage of correctly predic-
ted samples.

# 
of 

points

Iris data set Concentric data

0 1 0.5 0 1 0.5

2 94.5 49.9 91.5 49.2 100 91.1

4 96.9 50.8 95.4 50.1 100 98.3

8 98.2 51.2 97.6 50.2 100 99.5

(a) The first two features (b) Example of concentric of the 
Iris-data set after data standardization.
Figure 5: The two example data sets considered

The table shows that on average ω = 0.5 performs best in 
terms of percentage of correctly predicted samples, even 
though it does not necessarily perform best on individual data 
sets. Moreover, in all cases it performs significantly better 
than random guessing, contrary to ω = 0 and ω = 1. In general, 
a combination of both angular data features and norm based 
features improves performance over using only one of the two. 
The best ω-value should be decided by means of optimization 
over different data sets.

7 Conclusion
Previous work on a quantum distance-based classifier is limit-
ed to data sets with binary labels and balanced, non-concentric 
data sets, with the number of data points a power of two. In 

this work we show how to modify the classifier to overcome 
these restrictions. We show how to extend the classifier to 
allow for classification between more than two classes. By ap-
plying different weighting factors to different classes we show 
that classification can still be done for unbalanced data sets. 
Furthermore, we extend previous work by giving the quantum 
circuits needed for the state preparation both for more data 
points and more features.

Another restriction of the classifier is that it only works 
for angular separable data. Other data sets could be dealt with 
using feature maps, however, this also has its limitations. In-
stead, we propose a different and more generic solution where 
we encode both the angular dependence as well as the radial 
dependence. Finding a good balance between the two should 
be determined by means of optimization over multiple data 
sets.

Although the demonstrated classifier is a small toy example 
and, due to the included state preparation, far from delivering 
a quantum advantage above classical computation, it clearly 
demonstrates the potential of quantum computing. If state 
preparation is not needed, for instance because the state is 
obtained from quantum RAM or a different quantum process, 
the algorithm shows significant speed-up, as a fixed number of 
only three operations is needed.
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The non-Euclidean nature of the state-space of qubits (and 
qudits in general) gives rise to the problem of practically 
implementing quantum circuits in physical hardware which 
necessarily resides in the Euclidean space R3. On the other 
hand, the Euclidean nature of bits (and dits in general) makes 
the implementation of reversible circuits in physical hardware 
relatively straight forward. I offer here a road-map to solving 
this problem in which the Nash embedding theorem isometri-
cally maps qubits into bits and a quantum circuit into an equiv-
alent reversible one, followed by the embedding of the resulting 
reversible circuit into R3 as a hardware graph.

1 Introduction
Prototype quantum computing systems are currently available 
from several vendors, including DWave Systems and Rigetti 
Computing (and IBM, for that matter), yet there is still much 
controversy about whether these qualify as “quantum” com-
puters and how accurately they presage eventual quantum 
computers that will deliver quantum supremacy [1]. A term that 
is used to describe these prototypes is Noisy IntermediateScale 
Quantum (NISQ) hardware. Instead of manipulating single 
qubits, NISQ devices manipulate the flow of a large collection 
of qubits, cooled down to near absolute-zero, so that quantum 
and classical noise is suppressed and quantum effects like 
superposition manifest within the ensemble of qubits. This is 
in contrast to the theoretically more robust notion of quantum 
hardware which allows the manipulation of individual qubits 
to produce superposition and entanglement. Noise, in particu-
lar classical noise coming in from the environment, is again a 
fundamental challenge since programming a quantum proces-
sor necessarily requires interaction with a programmer residing 
in the environment. Some levels of noise can be tolerated if the 
hardware is built with error-detection and correction codes [2], 
an idea motivated by how noise induced errors are dealt with 
in classical hardware. However, implementing these codes in 
quantum hardware turns out to be an expensive endeavor [3]. 
Designing and realizing quantum hardware continues to be an 

active area of research both in academic and industrial settings 
as its successful implementation (with respect to noise suppres-
sion, or ideally, cancellation) is understood to be the beginning 
of quantum supremacy over classical devices.

I propose here a mathematically formal approach as a step 
toward achieving quantum supremacy. Note (or recall) that 
the physics of qubits takes place in a complex projective space 
and then note that this space is also a compact Riemannian 
manifold. The physics of classical objects takes place in the 
Euclidean space, the stereotypical manifold of our every day 
experience. By John Nash’s embedding theorem, we know 
that compact Riemannian manifolds can be embedded inside 
some high dimensional Euclidean space in a way that preserves 
length. We regard the embedded image of the compact man-
ifold of qubits inside Euclidean space as representing exotic 
sectors in the Euclidean space that can be made to exhibit 
quantum properties by tracing the embedding back to its quan-
tum origin.

Nash embedding has the following appealing properties: 
as a submanifold of the Euclidean space, its image “realiz-
es” qubits. Being an isometry, that is, preserving length, it 
preserves spatial relationships between qubits when they are 
realized. This means that the action of any quantum logic gate 
(unitary matrix) on the qubits can be faithfully implemented 
by some reversible logic gate (orthogonal matrix) acting on the 
image of the qubits, albeit in a Euclidean space with dimension 
possibly higher than the original space of qubits. This property 
is the main focus here.

A noteworthy point here before proceeding to the details 
is that the classical environment is more properly pseu-
do-Riemannian than Euclidean, once relativistic considerations 
are taken into account. Pseudo-Riemannian (also known as 
semi-Riemannian) manifolds embed isometrically into the 
pseudo-Euclidean space (such as the Minkowski space) [4],[5], 
but the question of whether they isometrically embed into 
Riemannian manifolds appears to be unsettled. This is one 
explanation for why the reconciliation of quantum physics and 
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relativity remains elusive. This issue will certainly come to the 
forefront when relativistic quantum circuits become ubiquitous, 
at which time new insights into reconciling the two forms of 
physics might become apparent.

2 Quantum state space and Nash embedding
In a quantum computing context, the relevant compact 
Riemannian manifold is the twodimensional complex projec-
tive space of a single qubit, CP1. This set consists of equiva-
lence classes of “complex lines”, that is, all the non-zero vectors 
v1,v2  C2 declared equivalent if v1 = λv2 for non-zero complex 
numbers λ. We can visualize this space by shrinking all the 
complex lines down to unit length so as to generate the unit 
sphere S3 in R4(= C2), and then identifying the antipodal points 
on S3. This means that

In quantum computing literature, S2 is utilized as the Bloch 
sphere, a representation of a qubit to assist with calculations.

Next, consider the Cartesian product CP1 × CP1 as the 
model for joint system of two qubits. This set can be given a 
four-dimensional Hilbert space structure using the direct-sum 
construction. However, the direct-sum is incompatible with 
projectivity. Instead, the tensor product can be utilized, which 
while not well-defined for projective spaces, is well-defined for 
Hilbert spaces. The model for the joint space of two qubits is 
therefore the projected four-dimensional Hilbert space C2  C2 

= C4, denoted as CP3. Using the Segre embedding [6], a copy 
of CP1 ×CP1 can be found inside CP3 as a submanifold. Hence, 
the image of the Segre embedding describes two qubit product 
states and the remaining CP3 describes two qubit entangled 
states. The joint complex projective space of n > 2 qubits is 
produced by iterating this construction to get

where S(2n+1−1) is the unit sphere in R2n = Cn. A copy of the set

Figure 1: Quantum logic gate Q transforming a quantum state 
to another. If e is a Nash embedding into S  Rk for a suitable 
k, then the isometry of both means that there always exists 
an orthogonal transformation R from S to itself that realizes 
Q.

resides as a submanifold of CP2n−1 and contains the product 
states of n qubits. This submanifold is sometimes written as

which is an abuse of notation obviously but has the advantage 
of being a clear reference to the product.

In [7], Nobel Laureate John Nash established the following 
result:

Nash embedding theorem: For every compact Riemannian 
manifold M, there exists an isometric embedding of M into Rm 

for a suitably large m.
An embedding is a differentiable homeomorphism, that is, a 

bi-continuous one-to-one and onto function from the manifold 
onto a submanifold of Rm. According to Gunther [8],

where k is the dimension of the M. Nash’s result has been 
developed further over the years and a more up to date exposi-
tion can be found in [9]. In the next section, Nash embedding is 
applied to the n qubit register CP2n−1.

2.1 Quantum logic gates as faithful reversible ones
In [10], Bennett showed that it is possible to make any logical-
ly irreversible circuit (or its corresponding Turing machine), 
logically reversible; in other words, the function computed by 
the circuit can be made invertible. This further implied physical 
or thermodynamic reversibility, meaning that in principle, 
digital computers can be built that dissipate an arbitrary small 
amount of heat. Bennett’s (and related) works motivated further 
studies in reversible computing, leading Ingarden to formulate 
the (Shannon) theory of quantum information [11] and leading 
Feynman to propose the construction of quantum computers 
[12] to simulate complicated quantum systems with simpler 
one’s. As I show here, the ability of Nash embedding to realize 
a quantum circuit with a reversible one, and vice versa, elegant-
ly completes the one-to-one relationship between the process-
ing of quantum and classical information.

To initialize the n qubit register CP2n−1, a unitary transfor-
mation, and therefore an isometry with respect to the norm in-
duced by the FubiniStudy metric, is enacted on it as a quantum 
logic gate

to configure its state to the desired one. Under a Nash embed-
ding, the n qubit register maps to a submanifold S of a Euclide-
an space Rm,

with k = 2n and m = 22n−1 + 3 · 2n−1 + 5 for n = 1,2 and m = 22n−1 + 
5 · 2n−1 otherwise. Because e is also an isometry, Q can always 
be enacted with respect to the realized register S via a length-
preserving (with respect to the Euclidean norm) orthogonal 
transformation

That is, for p  CP2n−1

as depicted in the commutative diagram of Figure 1 and 
from which it follows that
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For the simplest instance of Nash embedding, CP1 ,→ R10 and a 
2 × 2 unitary matrix Q  U(2) is realized by a 10 × 10 orthogo-
nal matrix R  O(10). A two qubit register will Nash embed into 
R19! Even more dramatically, CP7 ,→ R52 and CP15 ,→ R168. Nash 
embedding clearly requires a large amount of Euclidean space 
by virtue of being an isometry; compare with the non-isometric 
Whitney embedding [13] for which CP1 ,→ R5.

For an r × r unitary with 2r2 real parameters and an s × s or-
thogonal matrix with s2 real parameters, the orthogonal matrix 
will be less costly, with respect to number of real parameters 
that define it, as long as s2 < 2r2. But for an n ≥ 3 qubit register, 
r = 2n and , and for

these values s2 > 2r2. Hence, for any computationally 
meaningful number of qubits, the reversible gate will always be 
costlier than the unitary gate.

3 Noise and quantum hardware implementation
Since programming the qubit register via Q is equivalent under 
the Nash embedding to programming its real image in Euclid-
ean space via R, classical noise arising from the programming 
effort can now be modeled and studied as having affected a 
real register. This real register may further be reduced to a 
binary register and classical errordetecting and correcting 
codes can be built into R. Thus, the well established theory and 
applications of classical error detecting and correcting codes 
will suffice for developing a robust understanding of error-free 
quantum computing.

The main focus here however is the physical implementation 
of quantum hardware in R3. Reversible gates and circuits, when 
represented as orthogonal matrices, define hardware graphs in 
Euclidean space and can therefore be embedded into R3 using 
graph embedding techniques that have been utilized in the past 
for implementing highdimensional hardware architectures such 
as VLSI. More precisely, once Nash embedding has faithful-
ly realized Q as the orthogonal matrix R, this matrix can be 
represented as a weighted adjacency matrix for a graph [14] GR 
in Rm. The graph GR represents the hardware architecture that 
implements R in Rm. Finally, GR can in turn be embedded inside 
R3 since any graph can be embedded in this space [15]. To 
further manage this embedding of the hardware graph GR into 
R3, techniques like book embeddings can be utilized where the 
graph in R3 is laid out as stack of sheets (planes) which con-
nects together along a common back-bone of the “book” [16]. 
The theoretical plan of action would be

 before fabrication of quantum hardware can begin.

4 Conclusion
Nash’s embedding result is non-algorithmic in nature. In the 
context of imaging and learning algorithms, efforts in trying to 
algorithmize Nash’s embedding have been made, for instance, 
in [17], [18], and [19]. However, similar efforts in algorithmic 
implementations that take into account features of quantum 
information data, such as quantum measurement, appear not 
to have been explored. While a direct, forward construction 
of a Nash embedding from CP2n−1 to Rm requires topological 
and differential geometric study, it may also be possible to use 

quantum state tomography and purification techniques to pro-
duce an inverse construction. Quantum state tomography and 
parameter estimation techniques attempt to recreate a quantum 
state from the date collected from repeated measurements 
(sometimes in different basis) of several copies of the state [20], 
[21], [22].

Formally, this is the function

where t goes from the simplex of probability distributions in 
Rl to the space of density matrices, and then, after purifica-
tion, to the state space of pure quantum states. For instance, t 
can be the linear inversion function which uses a conditional 
probabilistic version of Born’s rule to estimate a pure quantum 
state from measurement data. Tomographical methods may not 
immediately produce an inverse isometric embedding and will 
likely require mathematical tuning, but they will likely serve as 
good first approximations.
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Machine learning is already used to solve numerous pro-
blems and is growing in importance every day. Quantum 
computers may be able to improve the performance of 
machine learning algorithms by exploiting the power of 
quantum mechanics. In this work, we present and implement 
a variational quantum circuit, which is able to classify small 
artificially generated data sets with binary labels. Moreover, 
we consider a more efficient representation of data, which is 
important for implementations on real near-term quantum 
devices. The implementation is done using simulations, and 
can easily be applied to real quantum devices with only 
minor adaptions.

1 Introduction
With quantum mechanics limiting further minimization of 
transistors at some point, Moore’s law is facing its end [1]. 
However, the same rules of quantum mechanics offer a new 
path for information processing, where information is stored 
in quantum states and computations can be performed in 
parallel [2]. Although several algorithms are considered to 
outperform classical computing, such as Shor’s factoring 
algorithm [3], large and fault-tolerant quantum computers 
will probably not be realized within near future due to 
technological challenges. Instead, small quantum computers 
with few and imperfect qubits will dominate on near-term, 
so called noisy intermediate-scale quantum (NISQ) devices 
[4], some of which are already commercially available. One 
of the promising candidates to show a quantum advantage 
on such devices is believed to be quantum machine learning 
(QML) [5, 6]. Machine learning (ML) has become an import-
ant tool to process data and extract information from them in 
a great variety of applications. Facing a steadily increasing 
amount of data and limiting processor capacity, developing 
more efficient algorithms seems crucial and using quantum 
computers seems to be a promising approach.

In this work we build on the variational quantum circuit 
proposed by Farhi and Neven [7], that has a similar structure 

as a feed-forward neural network. We present the explicit 
circuit representation and apply the circuit to the canonical 
bars-and-stripes dataset. The circuits are simulated on a 
cloudbased quantum simulator. Next, we propose a more 
compact presentation of input data than in the original 
proposal. The limited availability of qubits will, at least in 
the near future, ask for an efficient way to store input data. 
The remainder of this work is as follows. In Sec. 2 we give 
an introduction to classical machine learning to introduce 
the concept and some terminology. In Sec. 3 our contributi-
on will be elaborated. Next, results of the learning and the 
dense representation are presented in Sec. 4 and discussed in 
Sec. 5. We conclude with Sec. 6.

2 Machine learning
ML algorithms are traditionally divided into three classes: 
supervised, unsupervised and reinforcement learning. We 
will focus on supervised learning, where a trainingset cont-
aining N feature vectors xp and their correct classifications cp 
is presented to the algorithm. The algorithm then optimizes 
the overlap of its outputs yp with the desired cp by varying 
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Figure 1: A schematic overview of a layered feedforward neu-
ral network with three input neurons, two hidden layers and a 
single output neuron.
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internal parameters. After training, new inputs are classified 
without further optimization. This type of learning is mainly 
used for pattern recognition.
Inspired by neurons in nature, artificial neural networks 
(ANN) are popular models in machine learning. Such net-
works consist of nodes, called neurons, and edges connecting 
the neurons. To create a network, neurons and edges are 
connected in various configurations. ANNs are often con-
sidered as layered, which means that only nodes of adjacent 
layers are connected, whereas there are no synapses within 
one layer. The input and output neurons can be directly ob-
served from the outside, therefore they are regarded as visib-
le. Neurons in intermediate layers are referred to as hidden 
and do not interact with the outside. An example of a layered 
ANN with three input neurons, two hidden layers of four and 
three neurons and a single output neuron is shown in Fig. 1. 
The state of the i-th neuron in the k-th layer is described by 

. The edges connecting layers k −1 and k are associated 
with weights 1], corresponding to the synaptic strength of 
two nodes. Here we only consider feed-forward ANNs with 
directed weights, which are only nonzero in forward directi-
on, such that signals are heading in one direction only. The 
weights between layers kk can be summarized in a weighting 
matrix . The evolution of a network is determined by the 
input states and its weights. For the activation of a single 
neuron, the pre-synaptic states of all connected nodes are 
added up by a weighted sum. An activation function f is then 
applied to this sum to determine the state of .

To train an ANN in a supervised fashion on a trainingset, 
its weights are optimized to minimize a loss function los-
s(y,c) averaged on all samples. The loss is a measure of the 
distance of the predicted result yp and the actual label cp, i.e., 
a measure of the performance of the ANN. The goal is to 
find a function fθmin parametrized by parameters θ that mini-
mizes the empirical risk

The parameters θ correspond to the weights introduced be-
fore. One algorithm for this optimization is gradient descent, 
meaning that the parameters are updated by a term linear in 
the gradient of Eq. (1) with respect to θ. For a single update, 
the loss function must be evaluated for the whole training 
set. Stochastic gradient descent, however, requires only the 
estimation of the gradient of loss(y,c) for a single sample 
for one update [8], which proves beneficial in the quantum 
setting, where simulations can be very time consuming. A 
sample xp and its label cp are chosen uniformly at random 
from the training set and the parameters are updated accor-
ding to

Here, the learning rate r is introduced, which controls the 
step size of updates and plays an important role in most ML 
algorithms as hyperparameter. If r is too large, the steps 
in parameter space may be too large and result in a chaotic 
behavior. Contrary, a too small r may drastically increase 

the number of iterations to reach a minimum, and it beco-
mes more likely to be caught in a local minimum rather than 
reaching the global one. A proposed method to find a good 
starting r is to start with a small learning rate and increase 
it exponentially or linearly during a test run of training [9]. 
The sweet spot for an initial r is where the loss decreases 
most. This should be taken as a rule of thumb to find the 
order of r, meaning that a precise analysis of the test run is 
not required.

3 A variational quantum circuit approach to neu-
ral networks

A recently very popular approach to find and implement new 
hybrid QML algorithms are so called variational quantum 
circuits (VQC), which consist of a number of quantum gates 
with parameters that are optimized. These quantum circuits 
can be used to evaluate some cost function. To optimize the 
cost function, a variety of classical strategies can be used, 
which in turn may again employ a quantum circuit. Typical-
ly, the gate composition of a VQC is based on trial and error 
or a physically motivated ansatz [10], which shows that a 
theoretical framework is hardly established yet. Recent ex-
amples of VQCs aiming for near-term viability are proposed 
for instance in Refs. [7, 10–12].

In Ref. [7], Farhi and Neven propose a VQC with a se-
quence of unitary gate operations depending on continuous 
variables, used for binary classification. We present their 
framework in more detail in Sec. 3.1. Overall, their proposed 
model of a supervised quantum machine learning algorithm 
seems promising for implementation on actual quantum 
devices in the near future.

In our work, we follow the framework of Ref. [7] and aim 
for a more compact representation of input data. Unlike in 
the original work, we present an explicit decomposition of 
the formalism into singlequbit rotations and CNOTs, which 
form a universal gate set. Also, we use a different scheme 
for gradient estimation without multi-controlled gates. Our 
circuits for training are presented in Sec. 3.2 and can direc-
tly be applied to actual quantum devices. Finally, we will 
present a way to construct a dense presentation of the data in 
Section 3.3.

3.1	 Theoretical framework
As applied in Ref. [7], a classical input bit string of length n 
represented by an integer z  {0,...,2n−1} is translated to the 
initial state |z,1  = |z1,z2,...,zn,1  of a quantum register with n + 
1 qubits, which is called qubit encoding. We will regard the 
first n qubits as input register and the last qubit as readout 
qubit to estimate the classification of a sample eventually. A 
set of L parameter-dependent unitaries {Uk(θk)}k acts on all 
qubits, where each unitary has the form Uk(θk) = eiθkΣk. Here, 
the Σk are generalized Pauli operators and θk  [0,2π] are the 
parameters to be adjusted during training of the network. We 
call this the classification circuit. To simplify notation, we 
summarize the applied unitaries as

The unitaries act on the register sequentially as shown in 

Fig. 2 for L = 3, which appears similar to a neural network 
with L layers, each with the same number of neurons. In this 
picture, the unitary operations play a similar role as weights 
in feed-forward neural networks. The state of the quantum 
register between two adjacent unitaries then corresponds to 
the states of neurons in the classical sense. Note, however, 
that the analogy to a feed-forward neural network is not 
perfect. In the quantum case there is no dissipation, since all 
operations are unitary. In the classical case, this may be in-
terpreted as linear activation functions and neurons that take 
continuous values. Contrary, classical neural networks with 
non-linear activation functions are dissipative. Moreover, 
quantum mechanics allows for superpositions of computa-
tional basis states, whereas classical neurons are determinis-
tic. This means we usually have to run our quantum classifi-
cation circuit multiple times in order to accurately measure 
the final classification result.

The expectation value of the final measurement operator 
Yn+1 is given by hz,1|U†(θ)Yn+1U(θ)|z,1 . From this, a cost
or loss function loss can be introduced as

where l(z)  {±1} is the correct label of an ut z. The loss can 
take values between 0 and 2. Obviously, if the expectation 
value yields the same value as the label, the loss vanis-
hes, and takes its maximum if always the opposite label is 
measured. A loss of 1 corresponds to randomly guessing the 
classification with equal probability of outcomes.

To minimize the loss the θk are updated according to

which is corresponds to the usual update rule of stochastic 
gradient descent in Eq. (2) up to the factor in brackets. This 
factor offers the advantage of adaptivity: gradients with a 
small norm are rendered more important than in Eq. (2) and 
the influence of gradients with larger norms is decreased. 
In this way the updating process is more stable than the 
non-adaptive variant.

As all unitaries are of the form (3), the partial derivative 
of the loss with respect to a parameter θk can be written as

For clarity, we skipped the dependence on gate parameters 
θk here. To estimate the imaginary part in Eq. (6), we follow 
the strategy presented by Romero et al. in Ref. [11], which is 
schematically displayed in Fig. 3. Here, the classification cir-
cuit with an input state |z,1  is extended with an ancilla qubit 
and two controlled operations. The ancilla qubit is initialized 
to |0  
and a Hadamard gate maps it to |+i. After the k-th unitary, 
Σk is applied to the register controlled by the ancilla. Rather 
than performing a Y -measurement on the n + 1-th qubit as 
before, a controlled Y gate is applied instead. At the end 
of the circuit, the ancilla qubit is measured in the Y -basis. 
It can be shown that the probability to measure |+ii can 
be related to the imaginary part in Eq. (6) and the partial 
derivative of loss with respect to θk can be written as 2(2PrY 
[+i]−1). A more detailed discussion is provided in the Supple-
mentary Information (SI) [13]. Note that all applied operators 
in Eq. (6) are unitary, so the norm of the expectation value 
is bounded by 1. Thus, the norm of each partial derivative is 
bounded by 2, which means the norm of the whole gradient 
is bounded by 2L, yielding the advantage that the gradient 
cannot blow up as in other ML algorithms.

We now have all tools to train our network. Initially, 
all parameters are initialized uniformly at random. In each 
iteration, a sample is drawn from the training set and the 
quantum register of n + 1 qubits is initialized accordingly 

Figure 2: A quantum neural network consists of a layered 
structure with parameter-dependent unitary operations. The 
lines correspond to qubits, with the lowest one being the 
readout qubit and the other ones being the data qubits. In 
this small circuit the classical input (0,0) is trivially mapped 
to the computational basis state |00 , but also other encoding 
schemes are possible.

Figure 3: Schematic circuit used to estimate  for an input sample .

|z, 1〉 eiθ1Σ1 eiθkΣk

|0〉 H

Σk eiθk+1Σk+1 eiθLΣL Yn+1
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π
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using qubit encoding. By applying the classification circuit 
with L unitaries, the loss can be estimated by a Y measure-
ment via Eq. (4). Using another ancilla qubit, the gradient is 
estimated with a circuit of L + 2 unitaries and the parameters 
are updated according to Eq. (5).

After testing sequences of randomly chosen Σk, the au-
thors in Ref. [7] find that sequences of Paulioperators of the 
type Xk  Xn+1 and Zk  Xn+1 performed best. The last operator 
of each always acts on the read-out qubit, the first on any of 
the others. This choice can be physically motivated: Depen-
ding on the state of a qubit of the input register, the readout 
qubit is rotated in different directions by a certain amount. 
Gates of the form Zk  Xn+1 thus rotate the last qubit by θk 
in mathematically positive direction if the corresponding 
input qubit is in state |0  and in the opposite direction if |1  is 
realized. Since quantum mechanics allows for superpositions 
of basis states, in general both rotations are performed with 
a certain probability. In this sense, the choice of gates seems 
reasonable, as Zk  Xn+1 considers the two computational basis 
states and Xk  Xn+1 the relative phase between both. Howe-
ver, it is worth mentioning that this is an explanation why 
such a combination of gates seems reasonable, but it is not 
necessarily the best arrangement of gates one could find.

The proposed structure is to first apply the Xk  Xn+1 
unitary to each input and the output qubit and then the same 
again for the Zk   Xn+1 unitary. We regard this sequence as 
one alteration of first a XX-layer and then a ZX-layer. The 
number of alternations can be chosen arbitrarily, depending 
on the complexity of the dataset.

3.2 Explicit Quantum Circuits
Besides the simulation of the discussed quantum circuits we 
also aim for a framework that could directly be implemented 
on a real quantum device. Thus, we decompose each unitary 
into single-qubit rotations and two CNOTs, which together 
form a universal gate set. The decompositions are presented 
in Fig. 4.

Using this implementation, the classification circuit can 
be realized as shown in Fig 5. For reasons of clarity, only one 
alternation of gate layers is applied and n = 3. At the end, the 
readout qubit is measured in the Y -basis, which corresponds 
to a -rotation around the X-axis followed by a measure-
ment in the computational basis. For an input bit string of 
length n this implementation requires n+1 qubits and 4·n·NA 
CNOT-gates, where NA is the number of alternations. The 
circuit used to estimate the partial derivatives  is pre-

Figure 4: Implementation of the unitary  as quantum 
circuit. The other unitary  used in this work can be 
realized by omitting the Hadamard gates acting on the first 
qubit.
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Figure 5: Classication circuit with alternating layers of unitaries  and . For clarity, 
only three input qubits, the output qubit and one alternation of both layers are shown.

Figure 6: Implemented circuit to estimate the partial derivative . Here k = 5 is shown, thus a controlled 
Z-gate is inserted. In comparison to the classication circuit, an additional ancilla is required that controls 
the - and Y -gates and is measured at the end.

sented in Fig. 6. For clarity, again a version for only three 
input qubits is shown. In the given illustration k = 5, which 
corresponds to a unitary in a ZX-block, therefore a controlled 
Z-gate is applied. Otherwise, if the unitary belongs to a XX-
block, a controlled X-gate is applied.

3.3 Dense presentation of data
In the original work by Farhi and Neven, classical input 
data are translated to a quantum register using qubit enco-
ding. Now we discuss a more compact presentation of data, 
assuming that the inputs are binary bit strings of length N. 
Say  is an integer, then we can visualize the bit strings as 
square pixel images with binary values. Note that this is used 
rather for visualization and is no restriction. An example 
image is shown in Fig. 7, where the white elds are assigned 
with 0 and the greens with 1. The bits are numbered from 0 
to N – 1. Using amplitude encoding, which means that a bit 
string is mapped to a superposition of computational basis 
states of a register with n =  qubits, the idea of our 
dense representation of data is to initialize the positions of 
green pixels in superposition. Choosing the white ones works 
just as ne. In the case of our example this is 1 p3 (j2  + j5  
+ j8 ). Our method assumes that there are no entirely white 
samples in the dataset. If such samples are present a dierent 
encoding scheme would be required. The number of qubits 
required to represent the data is logarithmic in the input size, 
oering a big advantage over qubit encoding. Especially on 
NISQ devices with limited number of qubits, such a scheme 
is preferable.

Initializing a general superposition is not as trivial as it 
may seem. Several approaches have been proposed to per-
form such an encoding of data into amplitudes of a quantum 
register efficiently, where often ancilla qubits are explicitly 
used. Thus, we follow a scheme proposed by Long and Sun 
in Ref. [14], which initializes a register in a normalized su-
perposition of basis states

without need for ancillary qubits. Their algorithm consists 
of N −1 single-qubit rotations, which may be controlled 
by k other qubits. A discussion of this algorithm inclu-
ding an exemplary quantum circuit to initialize the state 

  is provided in the Supplementary 
Information [13].

4 Results
To test the performance of the presented algorithm with both 
schemes of data representation, we use a randomly generated 
dataset of bars and stripes. The samples consist of 3 × 3 pixel 
figures that contain either a bar or a stripe in one of the rows 
or columns, respectively. The simulations are implemented 
in Python, using the ProjectQ package [15] to set up the cir-
cuits. The actual computation is performed with the QX-Si-
mulator back-end of Quantum Inspire [16]. The simulator 
back-end can easily be switched with a hardware back-end, 
which allows an implementation of our algorithm on a real 
quantum device.

4.1 Learning the model
First, a suitable learning rate should be estimated for this 
dataset by exponentially increasing r after each training ite-
ration. Based on this test run, we perform the actual training 
of our VQC with three learning rates r1 = 0.01, r2 = 0.04 and 
r3 = 0.16. The results of the test run are discussed in more 
detail in the Supplementary Information [13].

The resulting losses of the actual training for r2 are 
plotted in Fig. 8a. The colors represent the different input 
samples presented during training. With increasing r, the 
loss fluctuates more, such that r1 has smoother and r3 more 
fluctuating branches, respectively, compared to Fig. 8a. Both 

Figure 7: Example of an input bit 
string (0,0,1,0,0,1,0,0,1) of length 9 
visualized as binary 3x3 pixel image. 
The pixels are numbered and bits 
with value 1 are colored in green.

Figure 8: (a) Loss estima-
ted during training with 
a constant learning rate 
r2 = 0.04 and one XX- and 
ZX-block for trivial and 
(b) dense data encoding.

(a)

(b)
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for r2 and r3 the loss of all samples drops below 1 during trai-
ning, meaning that all samples are classified correctly, whe-
reas for r1 the loss of one sample is decreasing, but remains 
above 1 and thus this sample is classified incorrectly.

The evolution of the classification errors as well as the 
empirical risk EN are compared in Fig. 9a and 9b for all three 
training runs. As only six different samples are considered, 
the classification error decreases step-wise for each additi-
onal sample that can be classified correctly. The empirical 
risk is a smoother measure of the learning performance and 
decreases more continuously. Note that with the definitions 
in Eq. (1) and (4), EN = 1 corresponds to random guessing 
and EN = 0 to perfect knowledge. Initially, EN is slightly 
larger than 1 and decreases quickly for r2 and r3, whereas it 
decreases significantly slower for r1. For r3, EN seems to settle 
around 0.21, for r2 and r1 it reaches 0.19 and 0.3, respectively, 
and seem to further decrease.

4.2 Dense presentation of data
The loss estimated during training with r2 and a single 
alternation of an XX- and ZX-layer, for the bars and stripes 
data presented using amplitude encoding, is shown in Fig. 
8b. Again the colors represent the input samples for which 
the loss is estimated. As in Sec. 4.1, the branches become 
smaller for smaller r, however, the losses fluctuate more for 
the amplitude encoding scheme and with r3 no visible bran-
ches can be found anymore. The evolution of the empirical 
risks EN for the three r are displayed in Fig. 9c. For r1 and r2, 
EN settles at 0.61, the empirical risk of r3 remains larger and 
fluctuates approximately around 0.71.

We further investigated whether more gate parameters 
help to reduce the stronger fluctuations by adding another 
alteration of an XX- and ZX-layer. However, we found no 
significant improvement.

4.3 Generalization
For both encoding schemes, the generalization performance 
is measured by omitting a pair of samples and training our 
model with the remaining training samples. Since training 
with r1 shows the most stable behavior of the three learning 
rates discussed before, we choose this rate here. Afterwards, 
the left out samples are presented. We repeat this training for 
all 16 combinations of pairs and each 40 randomly chosen 
initial parameters. The averaged generalization errors are 
0.51±0.36 and 0.50±0.29 for trivial and dense data encoding, 
respectively, meaning that statistically one of the two left out 
samples cannot be classified correctly. The averaged losses 
of the left out samples are 1.018±0.759 and 0.966 ± 0.450, 
respectively. With dense data representation the losses are 
slightly lower than with trivial data representation, however 
not significantly. As an example, Fig. 10 shows the evolution 
of loss of the middle bar and middle stripe, which were omit-
ted during training, for both representation schemes.

5 Discussion
Whereas branches could be seen for all chosen learning rates 
with normal presentation of data, in the case of more com-
pact presentation of data branches can not be found for the 
largest learning rate r3, but are recovered for the smaller r1 

Figure 9: (a) Evolution of classification error and (b) empirical 
risk EN during training with three different learning rates r 
and trivial data representation. (c) EN for all r when presenting 
samples of the training set as superposition of basis states.

Figure 10: Loss estimated when presenting middle samples, 
which have not been presented during training, for trivial 
(blue) and dense (orange) data representation. The lighter co-
lor tones are the middle bars, darker ones the middle stripes.

(c)

(a)

(b)

and r2. The large fluctuations of the loss and also the empiri-
cal risk for r3 can be explained by a too large step size in the 
parameter space, which leads to instability of training. From 
this we infer that the learning rate for the dense representa-
tion should be chosen smaller than for the trivial presentation 
of data.

For a clear comparison between the model with one and 
two alternations, further analysis is required. We expect that 
the overall performance does not improve significantly and 
we thus do not further investigate such a comparison.

As the estimated losses for all learning rates are mostly 
smaller than 1 for amplitude encoding, the classification er-
rors are comparable to the trivial presentation of data. From 
this, we conclude that the generalization ability remains 
unchanged with our dense representation scheme, while 
the number of qubits is significantly reduced. However, the 
empirical risk of r1 and r2 settles at 0.61, which is significant-
ly larger than what we achieve with a trivial data repre-
sentation. This means that samples are classified correctly 
with a smaller probability than with a trivial presentation of 
data. Thus, in this respect, the model performs worse with 
the denser presentation. Possibly this is because the rele-
vant information contained in the input samples is partially 
erased using the dense encoding scheme. To further analyze 
this potential trade-off between accuracy and compactness a 
more complex dataset should be considered.

6 Conclusion
In this work we have implemented a variational quantum 
circuit being able to classify small artificial datasets with 
binary labels, based on the work in Ref. [7]. However, we 
have used a different scheme for gradient estimation and 
presented an explicit decomposition into single-qubit rota-
tions and CNOTs. Moreover, our code could be applied to 
real quantum devices with only minor adaptions. We have 
considered the generic bars and stripes dataset and the model 
has learned to classify the inputs correctly. The loss of most 
samples has decreased and a small classification error has 
been reached. We have further introduced a different scheme 
to present data, which focuses on the positions of the bits 
being 1. This approach requires a quantum register that is 
logarithmic in the input size instead of polynomial, which 
can be important on near-term quantum devices with a re-
stricted number of qubits. Using this presentation, our model 
has learned to correctly classify all bars and stripes with a 
comparable degree of generalization. However, in terms of 
the empirical risk the performance has been worse than for 
a trivial presentation of data. Therefore, the probability to 
classify data correctly has been smaller for our new scheme. 
We consider a more efficient representation of data as im-
portant for implementations on near-term quantum devices 
and more work on good encoding schemes is required, our 
scheme should be seen as small step towards this direction.
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Quantum Humanities, the vison of combining quantum 
computing and digital humanities, is a promising new rese-
arch field that aims at supporting digital humanities by using 
the advantages provided by the upcoming technology of the 
quantum computer for addressing existing as well as comple-
tely new questions in the humanities. To foster the vision of 
quantum humanities we want to outline a beneficial use case 
from the field of media science using machine learning algo-
rithms implemented on quantum computers to solve issues 
from the humanities. 

1 Introduction 
The establishment of digital humanities as a research field 

has shown that the use of computers and techniques from 
computer science can contribute enormously to research 
done in the humanities [1]. Since quantum computers are 
getting real, it is promising to use the advantages of this 
upcoming technology for addressing existing as well as 
completely new questions in the humanities, as outlined in 
the vision for quantum humanities [2]. There are multiple 
benefits the quantum computer provides in specific areas 
compared to a classical computer, like being significantly 
faster [3], processing a vast amount of data in a single step 
[4] being more precise [5], solving problem classes that were 
previously considered practically unsolvable [4] or solving 
problems that can only be solved on a quantum computer [6]. 
Some of these benefits can in particular contribute to prob-
lems stated in the humanities, as shown below in a use case 
from our digital humanities project MUSE [7,8].    

2 Use Case 
MUSE includes a clothes- and costume repository sup-

porting to capture, store and analyse clothes and costumes, 
focusing on costumes in films. The concrete costumes occur-
ring in films are captured in their relevant details and are 
analysed to identify abstract costume patterns. At the current 
state there are more than 25.000 costume items with all their 
detailed attributes like colour, material, design, condition 
and way of waring [9] – to only name a few – stored in the 

MUSE database that need to be further analysed [10]. As Fi-
gure 1 depicts, we envision to address this with a combinati-
on of different techniques from machine learning containing 
an offline application part performing feature extraction via 
principle component analysis followed by clustering to iden-
tify new costume patterns and an online classification part, 
where new costumes are mapped to the already identified 
costume patterns. 

This is where the use of the quantum computers can 
contribute: Implementations already exist for several steps 
outlined, that promise to be faster or more precise than 
on classical computers. These implementations promise 
to be advantageous even on nowadays quantum compu-
ters, so called NISQ machines [10]. To improve the rather 
time-consuming task of finding the right features building a 
multi-dimensional feature space, feature extraction can be 
supported by techniques that help to reduce the dimensions 
like quantum principal component analysis (PCA) [12]. PCA 
requires to determine eigenvalues and eigenvectors, thus, 
algorithms like Variational Quantum Eigensolver (VQE) 
[13], Phase Estimation [14] as well as HHL [15] can speed up 
this tremendously. Once the principal component from the 
costume parameters are identified, several implementations 
of clustering algorithms implemented on quantum compu-
ters, like Restricted Boltzmann Machines running on D-Wa-
ve [16] or Weighted Maximum Cut running on Rigetti [17], 
support the task to identify the clusters that hint to possible 
costume patterns. Whenever new costumes are added to the 
database, they need to be classified. To map the new clothes 
to the suitable cluster, classification algorithms realized on 
a quantum computer like Support Vector Machines imple-
mented on the IBM quantum computer [18] promise a more 
precise classification due to a specific kernel function [5].  

3 Conclusion and Outlook 
This outlined vision for a quantum humanities use case 

from the media science wants to stress the potential benefits 
of using quantum computing technology for the humanities 
as well. Currently, we are in the process of implementing the 

Quantum Humanities:
A First Use Case for 
Quantum-ML in Media Science
Johanna Barzen, Frank Leymann

stated tasks and plan to compare the achieved results with 
those achieved in a classical environment. With this use case 
we aim at providing first knowledge on how quantum appli-
cations in the digital humanities may be used in a beneficial 
way and to provide first, possibly reusable components for 
further use cases from different domains of the humanities.  
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Figure 1: Analysing clothes. 
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Extended Abstract
Many industrially relevant problems can be deterministi-
cally solved by computers in principle, but are intractable 
in practice, as the seminal P/NP dichotomy of complexity 
theory and Cobham’s thesis testify. For the many NP-com-
plete problems, industry needs to resort to using heuristics 
or approximation algorithms. For approximation algorithms, 
there is a more refined classification in complexity classes 
that goes beyond the simple P/NP dichotomy. As it is well 
known, approximation classes form a hierarchy, that is, 
FPTAS  PTAS  APX  NPO. This classification gives a 
more realistic notion of complexity but—unless unexpected 
breakthroughs happen for fundamental problems like P = NP 
or related questions— there is no known efficient algorithm 
that can solve such problems exactly on a realistic computer. 
Therefore, new ways of computations are sought.

Recently, considerable hope was placed on the possible 
computational powers of quantum computers and quantum 
annealing (QA) in particular. However, the precise bene-
fits of such a drastic shift in hardware are still unchartered 
territory to a good extent. Firstly, the exact relations between 
classical and quantum complexity classes pose many open 
questions, and secondly, technical details of formulating 
and implementing quantum algorithms play a crucial role in 
real-world applications.

Guided by the hierarchy of classical optimisation comple-
xity classes, we discuss how to map problems of each class 
to a quantum annealer. Those problems are the Minimum 
Multiprocessor Scheduling (MMS) problem, the Minimum 
Vertex Cover (MVC) problem and the Maximum Indepen-
dent Set (MIS) problem. We experimentally investigate if 
and how the degree of approximability influences implemen-
tation and run-time performance.

Our experiments indicate a discrepancy between classi-
cal approximation complexity and QA behaviour: Problems 

MIS and MVC, members of APX respectively PTAS, exhibit 
better solution quality on a QA than MMS, which is in 
FPTAS, even despite the use of preprocessing the for latter. 
This leads to the hypothesis that traditional classifications do 
not immediately extend to the quantum annealing domain, at 
least when the properties of real-world devices are taken into 
account. A structural reason, why FPTAS problems do not 
show good solution quality, might be the use of an inequlity 
in the problem description of the FPTAS problems. Formula-
ting those inequalities on a quantum hardware (mostly done 
by formulating a Quadratic Unconstrained Binary optimi-
sation (QUBO) problem in form of a matrix) requires a lot 
of hardware space which makes finding an optimal solution 
more difficult.

Reducing the density of a QUBO is possible by appropri-
ately pruning QUBO matrices. For the problems considered 
in our evaluation, we find that the achievable solution quality 
on a real-world machine is unexpectedly robust against 
pruning, often up to ratios as high as 50% or more. Since 
quantum annealers are probabilistic machines by design, 
the loss in solution quality is only of subordinate relevance, 
especially considering that the pruning of QUBO matrices 
allows for solving larger problem instances on hardware 
of a given capacity. We quantitatively discuss the interplay 
between these factors.

Towards Understanding 
Approximation Complexity 
on a Quantum Annealer
Irmi Sax, Sebastian Feld, Sebastian Zielinski,  
Thomas Gabor, Claudia Linnhoff-Popien, Wolfgang Mauerer

Irmi Sax
Irmi Sax wrote her bachelor’s thesis on the 
topic of solving optimisation problems with 
Quantum Annealing. Since 2018 she is studying 
the Master of applied Research at the OTH 
Regensburg work- ing on industrial applications 
of adiabatic Quan- tum Computing.

1 Extended Abstract 
This talk presents an approach that deals with electoral 
shifts, i.e. Gerrymandering, on a quantum annealer de-
veloped by D-Wave-Systems. 

Gerrymandering is the manipulation of electoral district 
boundaries to give a certain party an advantage. The phen-
omenon occurs on the whole extent only in countries with a 
majority voting system. An electoral district victory means a 
seat in parliament, i.e. the candidate needs more than 50% of 
the votes. For an example, see Figure 1. 

An algorithm is presented which examines combinations 
of possible electoral district allocations with the aim of maxi-
mizing the electoral district victories of a party while taking 
into account the classic criteria of the political districting 
problem. The problem is modeled as the NP-complete prob-
lem of exact coverage and formulated as a QUBO model. The 
algorithm addresses a real political districting issue in the US 
state of Iowa, see Figure 2. 

Gerrymandering 
as a Combinatorial 
Optimization Problem 
Sebastian Feld, Maximilian Bley

Figure 2: Real-world example of US state Iowa. The algorithm 
finds several electoral district allocations that lead to an 
advantage for a certain party. 

Figure 1: Example of Gerrymandering. Left: With regular dis-
trict boundaries blue wins 1 district. Right: Irregular bounda-
ries lead to blue winning 2 districts. 

Dr. Sebastian Feld
Dr. Sebastian Feld is head of the Quantum 
Applications and Research Lab (QARLab) 
at the Mobile and Distributed Systems 
Group of the LMU Munich. Currently, he 
pursues the goal of habilitation with a main 
focus being on optimization problems and 
the application of quantum technology. 
He joined LMU in 2013 and earned his 
doctorate in 2018 working on planning 
of alternative routes, time series analysis 
and geospatial trajectories. 
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In his famous Moon Speech, US President John F. 
Kennedy demonstrated how electrifying a vision of 
the future could be. He spoke to his nation through the 
metaphor of a hopeful, great story that culminated in 

1969. America was to land on the moon before the end of 
the decade. Not because it was easy, but because it was hard. 
It was because of this story that the US invested billions in 
developments that were unthinkable before.

Kennedy‘s speech is a lesson for applied storytelling. 
In a motivating story a protagonist who fights as an active 
problem solver is the first thing you need.

KI pioneer Jürgen Schmidhuber formed his future story 
at the age of 15. He would build intelligence that would 
make him unnecessary as a human being. Today, billions 
of his neural networks are in use every day. He realizes 
the active neural networks that address the world‘s major 
problems. 

Xi Yinping is starting with an equally great vision. With 
a crystal-clear story, he wants to make China the leading 
AI nation by 2030.

It is obvious: In the age of the beginning of artificial 
intelligence, the role of humans in competition and econ-
omy changes fundamentally. Those who now act without 
an image of the future are lost. But how can we, as entre-
preneurs, develop such a narrative? 
1. �First of all, our pain must be significant enough. Those 

who work for a long time without a future story travel 
from one crisis to the next in visual flight. Europe, the 
people‘s parties, churches, banks, or schools - they all 
make themselves vulnerable through their lack of vision. 
Instead of acting and directing, they have to put up with 

the losses of citizens, voters, encouragement, members, 
and turnover.

2. �We must be aware that a mature, clear story needs ad-
equate development time. 

3. �To develop this vision, we need to engage in dialogue 
with all stakeholders. With our colleagues, employees, 
customers, competitors, and experts. 

4. �Now the „wisdom of the many“ comes to light. Our 
task is to moderate them sensitively until the story is 
understandable and round. 

5. �We must open ourselves to unbridled learning and be 
prepared to overcome our limited perspective in favor 
of profitable insight. We also listen to our critics. 

6. �We set up a process - at best with an expert. 
7. �To back up our story, we compare ourselves with all our 

major competitors - and outperform them.
8. �If our future story stands, we can entirely derive all the 

measures from it.

Believe uninhibitedly in your future. Win and find the 
employees, form teams that inspire and deploy you. With 
your future story, you will have a lucid, pure, and detailed 
visual and narrative imagination that you can supplement 
with critical figures and agile methods. This story will 
be your new world map to navigate safely into the future.

Uwe Walter is a storytelling and change expert for media and in-
dustrial enterprises. He advises clients as diverse as YouTube stars, 
start-ups, bloggers, publishers, radio and television stations and 
film productions. His expertise: How do I generate reach through 
future-proof storytelling?

 A crystal-clear 
 story for a  meaningful future 
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